Taxation of Emissions of Greenhouse Gases: The Environmental Impacts of Carbon Taxes

Abstract

In theory, carbon taxes are considered a sound instrument to curb greenhouse gas emissions. Despite its relatively scarce and recent implementation, empirical assessments of carbon taxes effectiveness are increasingly available, although they have not been surveyed yet. We fill the gap by reviewing the main studies, including indirect effects on technological development and on other pollutants (i.e. co-benefits). We also consider the supplier's response to higher expected future energy prices, surveying the principal theoretical findings and the first empirical contribution on the Green Paradox.
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Introduction

The United Nations (UN) Earth Summit, held in 1992 in Rio de Janeiro, oriented the international negotiations towards the stabilization of greenhouse gas concentrations in the atmosphere at a level that would prevent dangerous anthropogenic interference with the climate system (cf. UN Framework Convention on Climate Change). Later on, greenhouse gas emissions were regulated for a set of industrialized countries, through the Kyoto Protocol. However, recent data indicate that CO₂ emissions, the main anthropogenic greenhouse gas, are still growing at the global level, although in some countries mitigation efforts have produced significant results. There is evidence (see e.g. UNEP 2011) that it will be particularly difficult to decrease emissions enough to avoid an increase of global mean temperature above 2°C pre-industrial temperatures in the 21th century, a benchmark considered by many as necessary to avoid very costly adaptation (see e.g. EU Climate Change Expert Group 2008). Hence, more efforts are needed to curb the global level of emissions and tackle climate change. Often, carbon taxes have been advocated by economists as an effective and potentially efficient instrument for reducing greenhouse gas emissions. However, their application in the real world remains relatively seldom. Only recently, several countries have implemented taxes based on carbon or CO₂ content, with of course wide differences in the design, the tax rate and the targeted products. Presently, we are aware of 11 countries having implemented a carbon/CO₂ tax (Australia, Denmark, Finland, Ireland, Latvia, The Netherlands, Norway, Slovenia, Sweden and Switzerland). The precursors were the European Nordic countries, with Finland the first country introducing a tax explicitly targeting CO₂ in 1990.

In this paper, we concentrate on the environmental impact of carbon taxes. Of course, carbon taxes can be assessed based on other criteria, such as their impact on households, on competitiveness or on growth (see e.g. Baranzini et al.
The structure of the paper is the following. Section 2 discusses the main practical characteristics of carbon taxes. Section 3 analyses the environmental performance of carbon taxes, by highlighting their impact on technology, overall emissions path and emissions of other pollutants. Section 4 summarizes and concludes.

What Kind of Emissions Taxes?

Economic instruments used in climate policies can be divided into price or quantity instruments. Emissions trading programs are quantity instruments, since the initial amount of permits corresponds to the emission target. Permit trading in organized markets or by individual negotiation determines then their price. With emissions taxes, the environmental authority administratively determines the price of emissions, then emitters adapt their behavior. Therefore, emissions trading programs determine with certainty the amount of emissions (provided that fully compliance is ensured), while the price paid by emitters is unknown a priori and it changes depending on market conditions. With emissions taxes, the cost to emitters is known and stable, while emissions are a priori unknown and change based on technological conditions (e.g. variations in abatement costs), number of emitters and general macroeconomic situation. Those uncertainties determine the economic efficiency of the instrument, as discussed in the seminal paper by Weitzman (1974) and applied in the climate policy context by Pizer (2002).

Since climate change is a global environmental problem, in theory an emissions tax has to cover each emitter and to impose a charge per unit of greenhouse gas released, which equates marginal abatement costs worldwide (for a conceptual discussion of global environmental taxes, see e.g. Thalmann, 2012). It could even be coupled with a sequestration tax credit, to take advantage of sometimes lower abatement costs in forestry. To achieve economic efficiency, the tax rate has to correspond to the marginal external costs from climate change, at the optimal abatement level (“Pigouvian” tax). Rising costs of damages from the accumulation of CO₂ concentration in the atmosphere would thus imply an increasing tax rate over time. Since efficiency is reached with this tax design, the use of the generated fiscal revenues is completely independent from the climate target and can thus be used for other purposes. However, in practice emission taxes are often conceived far away from the theoretically ideal design. Moreover, the use of generated fiscal revenues (i.e. revenue recycling) may affect the acceptability of emissions taxes. Of course, the farther away from theoretical considerations, the least the tax is efficient, cost- and environmentally-effective. In what follows, we briefly discuss the basic features defining emissions taxes in practice, i.e. the tax base, objective and tax rate, exemptions, and revenue recycling.

The tax base defines different types of emissions taxes. We are unaware neither of a tax whose base is greenhouse gas emissions nor of an international emission tax. Therefore, the emissions tax closer to the theoretical model is a carbon or CO₂ tax, applied at the national level. A carbon tax is a charge to be paid on each energy vector, proportional to the quantity of carbon emitted when it is burned. A CO₂ tax is a unit tax, specified per ton of CO₂ emitted. It can easily be translated into a carbon tax, by knowing that a ton of carbon corresponds to 3.67 tons of CO₂.

In addition to emission taxes, there are other taxes that affect emissions. In particular, an energy tax depends on the quantity of energy consumed, and is specified in some common unit (like in barrels of oil equivalent, or in British thermal units, BTU) measuring the energy content of fuel. Therefore, contrary to a carbon or CO₂ tax, an energy tax also covers nuclear and renewable energy, unless they are exempted. Moreover, since oil and gas have greater heat contents for a given amount of CO₂ emissions compared to coal, an energy tax implies a greater charge on oil and gas than a carbon tax. Other existing taxes are charged to specific energy products and have an impact on emissions, but their tax base is smaller and the tax rate is on the physical quantity of the product (e.g. on € per liter). Nordhaus (2010) proposed an international tax on fossil fuel consumption. In the same vein, although often for reasons unrelated to climate policies, several countries possess gasoline taxes and taxes on energy sales (excise duties), sometimes per unit, other ad valorem. Therefore, countries implicitly tax greenhouse gas emissions, even in the absence of explicit emissions taxes. Of course, the smaller the tax base compared to the sources of greenhouse gases, the lower the impact on emissions, for a given tax rate.

Another feature determining the performance of emissions taxes is its objective, which then contributes in determining the tax rate. Since marginal climate change external costs are difficult to assess, the optimal abatement target cannot be determined and thus true Pigouvian taxes are not implemented (see Baumol and Oates 1971). Given that emissions taxes distribute abatement efforts depending on marginal abatement costs, they can be used to achieve a given abatement target at the lowest global cost (cost-effectiveness). If this is the objective, then the tax rate has to be set high.
enough to modify emitters’ behavior so that the emissions target is reached. However, since abatement costs are not known by the environmental authority, recent legislations generally set a maximum tax rate and then let the authority modify it depending whether the emission target is achieved or not. The tax rate has then to be continuously adjusted, in particular to account for changes in the number of emitters, energy efficiency improvements, changing possibilities for fuel substitution, and availability and cost of backstop technologies. The cost-effectiveness approach has the advantage that it requires only cost minimizing firms and does not need strong assumptions such as profit maximizing and perfectly competitive firms, i.e. it applies to more realistic conditions.

Instead of cost-effectiveness, sometimes the stated objective of the emission tax is purely financial, i.e. to collect an amount of money that can then be used to finance abatement activities. This approach is of course not cost-effective, but can be more politically acceptable. Some countries proposed for instance to implement an international CO₂ tax with a relatively low rate, but whose receipt could be used to finance mitigation and adaptation measures (e.g. see the Swiss proposal at the Bali Conference).

The tax rate level is influenced by the emissions tax objective, but also by possible exemptions granted to some emitters. Of course, for a given abatement or fiscal target, more exemptions means higher tax rates for submitted emitters. Exemptions or tax rebates may be granted to some firms or sectors because of competitiveness fears, e.g. export-oriented or relatively mobile firms. Low-income households could also be exempted or submitted to a lower tax rate, although it would be administratively more cumbersome. Even though those considerations could decrease relocation of economic activities or be justified for distributive reasons, exemptions are not the most cost-effective mean to reach a given abatement target. Indeed, cost-effectiveness demands a unique carbon price to all emitters. Competitiveness or distributional concerns are thus more effectively treated by using the generated fiscal revenues or a set of complementary policies (e.g. social cushioning, carbon-motivated border tax adjustments).

From our discussion above, we observe that the management of the generated fiscal revenues is central in many aspects of carbon tax implementation. There are four main ways to use the generated fiscal revenues: earmarking to a specific activity (environmental or not); redistribution to an economic agent (household or firm); reduction of another tax (e.g. on labor or on capital); not earmarked, i.e. to the general budget. Depending on use, the generated fiscal revenues could thus increase acceptability and environmental effectiveness, decrease distributive impacts or even reduce inefficiencies in the general fiscal system.
Environmental Impacts

General Considerations

This section surveys the environmental impacts of existing emissions taxes. We are thus not presenting ex-ante studies which are used e.g. to determine the tax rate necessary to achieve a given emissions target or to simulate the impacts of a hypothetical emissions tax. In addition, we focus mainly on empirical analyses based on real data, because ex-post studies that assess the impact of emissions taxes through simulations of the “counterfactual” (the level of emissions that would have been achieved without taxes) should be considered with caution (see below). The assessment of environmental performance has to account for the induced emissions abatements in the short term, but also the more indirect longer term impact of emissions taxes, through e.g. the associated technological changes and firms’ adaptation to new incentives. Moreover, it is necessary to consider three additional dimensions. First, emissions taxes reduce other pollutants, in addition to greenhouse gases. Therefore, there are supplementary benefits associated with emissions taxes (“secondary or co-benefits”). Second, since there is no worldwide emissions tax, a carbon tax implemented in a country influences trade flows or encourages activities to relocate and thus increase emissions in other regions (“geographical carbon leakage”). As a result, the net impact of the tax on global carbon emissions may be lower (see e.g. de Melo and Mathys 2010 for a detailed survey). Third, climate policy may have an impact on the extraction-path of resource-owners, eventually leading to a different timing of emissions (“inter-temporal carbon leakage”, see the “Green Paradox” in section 3.4 below). In addition to those dimensions, we note that the practical features of implemented emissions taxes make it difficult to precisely assess their impact. Indeed, they are often only one instrument in a package of policy measures aimed at reducing emissions. Their implemented design is often difficult to model, since they possess several exemptions and exceptions, in particular to energy-intensive industries or to industries facing international competition. Moreover, they are often part of a general fiscal reform, which replaces other taxes on energy and reduces the share of traditional taxes (e.g. on labor and capital). Finally, the generated fiscal revenues may be used to finance abatement activities and technologies or environmental projects.

Assessment of Emissions Reductions

Supply and demand price-elasticities are central in the environmental effectiveness of emissions taxes, because they determine emitters’ behavioral changes. Suppliers’ response can eventually lead to “inter-temporal carbon leakage”, i.e. the displacement of emissions through time. In addition, the point of imposition, the entry of new polluters, tax exemptions and the use of the generated fiscal revenues are other factors contributing to the environmental performance. As noted by Baranzini et al. (2000), there are several methodological difficulties to assess the specific features of implemented emissions taxes and to consider the different dimensions determining the empirical assessment of their environmental impacts. It is thus not surprising that the majority of studies in the literature base their conclusions on projections from scenarios, either based on top-down or bottom-up studies. The meta-analysis of Patuelli et al. (2005) reviewed specifically this literature, but related to the impact of environmental tax reforms more in general. By analyzing 61 studies comprising a total of 186 simulations, Patuelli et al. (2005) find that the studies projected an average CO₂ reduction of 9.7% due to environmental tax reforms, with studies in a short-term frame showing an impact of 6%, while those in a longer term about 13%, with notable differences depending on regions. As anticipated, those results have to be interpreted with caution, since in several studies the emissions reduction levels are chosen a priori. In addition, econometric simulations suffer of a series of other drawbacks (for a discussion, see e.g. Speck et al., 2006; Andersen, 2010. Furthermore, the scope of meta-analyses can be limited by the comparability of taxes in terms of design and size. Only a few studies use an empirical approach based on real data. Among them, Lin and Li (2011) deal with methodological issues, and in particular with endogeneity[1]. They use a difference-in-difference approach to compare the emissions per capita of Denmark, Finland, Sweden, the Netherlands and Norway, before and after the introduction of a carbon tax. As a control group, they used similar European economies, but which have not implemented carbon taxes. They find a significant effect of carbon taxation for Finland only, whose impact corresponds to a reduction of 1.7% in the growth rate of CO₂ per capita, compared with the case in which the countries would have followed an emissions path without carbon tax, as in the control group. According to Lin and Li (2011), the non-statistically significant result for the other countries is mainly due to the important tax exemptions to energy-intensive sectors. This analysis is partly
corroborated by Bruvoll and Larsen (2004), who analyze the impact of carbon taxes on CO₂ emissions in Norway, over the period 1990-1999. Norway is a country with relatively high carbon tax rates in some specific sectors (e.g. US$ 51/t CO₂ for gasoline in 1999), but several activities are submitted to lower rates or exempted (e.g. cement production). The authors use a multisectoral model to compare emissions with (based on real data) and without carbon taxes (“the counterfactual”). They find that carbon taxes reduce emissions by 2.3%, mainly through an increase in energy efficiency and change in energy mix, while impact on scale is negligible. Given the relative high tax rates, the authors maintain that the impact would have been much greater, if emissions in sectors expected to be great contributors to emissions were not exempted. For the same country, Godal and Holtsmark (2001) show that the exempted sectors would face an average decrease in operating profits from 17% to 22% if the privileged CO₂ exemption regime would end. The Norwegian failure to extend the tax base to the exempted industries show that increasing the level of existing taxes on emissions may be politically more feasible than including additional emission sources. If the goal is to achieve an emission abatement target cost-effectively, the lesson may thus be to start with low taxes and a broad taxation base rather than high taxes on some sectors and complete exemptions on others (Godal and Holtsmark 2001). Of course, for the tax to be environmentally effective, all the submitted sectors have to be sensitive to energy prices. Indeed, in a study on a panel of (mainly) energy-intensive industries in Denmark, Norway and Sweden, Enevoldsen et al. (2007) show that with the exception of natural gas and electricity (whose long-term elasticity is between −0.10 and −0.28 in the three countries), all energy inputs are to a significant extent sensitive to energy/carbon taxes (elasticity between −0.42 and −0.62). Given the low tax-elasticity of electricity, the authors encourage policymakers to target the electricity mix and to reduce the relative carbon content. Moreover, cross-price elasticities show some evidence of substitution between coal or oil and electricity. Considering broader input aggregates, Enevoldsen et al. (2007) find that the energy input has a tax-elasticity in the range of −0.35 to −0.44 for the three countries. This implies that energy/carbon taxes not only affect the energy mix, but also decrease energy consumption. In addition, the study finds positive cross-price elasticity between labor and energy, which means that energy/carbon taxes induces a switch from energy-intensive to labor-intensive sectors (cf. e.g. EEA 2011a).

Concerning the impact of existing product taxes on emissions, there is a huge but more general literature on price elasticity of gasoline consumption (vs. emissions). A number of surveys provide summaries of results on gasoline demand elasticities, such as Graham and Glaister (2002). These traditional literature surveys are complemented by meta-analyses. Brons et al. (2008) perform a meta-analysis on a dataset composed by 312 elasticity estimates from 43 primary studies. The estimates of the short run price elasticity of gasoline demand fall between −1.36 and −0.37 and are in general lower in absolute value than the long run estimates, which fall between −2.04 and −0.12. The mean price elasticity of gasoline demand is −0.34 in the short run and −0.84 in the long run. Brons et al. (2008) also identify the characteristics driving different results. They show in particular that USA, Canada and Australia display a lower price elasticity; that price elasticity increases over time; and that time-series studies and models with dynamic specification report lower elasticity estimates (in absolute value) than the general sample. Generally, price elasticities are lower than the corresponding values of income elasticities both in the short and in the long run (see Graham and Glaister, 2002; Sterner 2007). Applied to emissions taxes, this would imply that the (real) tax rate would have to grow faster than income, to offset the increase in consumption due to an income growth (but this could lead to a “Green Paradox”, see below). Compared to other policy instruments, Austin and Dinan (2005) show that fuel taxes are superior to standards, because they allow for both short-term (e.g. driving less) and long-term adjustments (e.g. replacing the vehicles fleet) (see also Sterner 2007). More recent works address specifically the impact of taxes on gasoline consumption and, in some cases, on emissions. Results of this literature point out that carbon taxes could have a specific impact on emissions. For instance, Davis and Kilian (2011) use a range of econometric techniques to assess the potential impact that a carbon tax could have in the United States, by estimating the impact of past variations in gasoline tax. They note that the resulting reductions in carbon emissions may not grow proportionately as linear econometric models predict and that tax elasticity is much larger than price elasticity, maybe because the price variations due to the tax are perceived as more permanent by consumers. According to their preferred model, a 10 cent increase in gasoline tax would imply a short-term reduction in US carbon emissions of about 0.5%. The fact that consumers’ reaction depends on the source of price variation is a consistent finding in the literature. For instance, Baranzini and Weber (2012) find that in Switzerland an increase in the existing mineral oil tax decreased gasoline demand by about 3.5%. Therefore, this study shows that an increase in the tax has two distinct impacts, both of which decrease demand: first, the price increase itself, then, an additional reaction by consumers, who know that this price increase is not a natural variation resulting from market forces. Ghalwash (2007) obtains differentiated impacts, but his results on different types of goods are somewhat ambiguous. Li et al. (2012) find a much larger effect of tax increase with respect to price increase and point to an interesting explanation: because gasoline
tax changes are subject to public debates and attract a great deal of attention from the media, this could contribute to reinforce consumers' reaction. Scott (2012) finally finds consumers to be twice as responsive to tax-driven price changes as to market-driven price changes. In an experimental framework, Goeschl and Perino (2012) show however that taxes can crowd out agent's intrinsic motivation. Nevertheless, it should be noted that in their framework tax revenues are neither allocated to more abatement efforts nor redistributed.

Environmental Impacts of Technological Development

The literature reviewed by EEA (2011b) shows that price-based policy instruments have in general a positive impact on eco-innovation, although this effect is not universal. A carbon tax is expected to stimulate the production of clean technology, because it modifies the price differential between the use of high-carbon and low-carbon technologies. This literature sometimes refers to the "Porter Hypothesis", from Porter (1991) and Porter and van der Linde (1995), in which the authors outline the hypothesis that stricter environmental regulations could help a country more than harming it, by fostering technological innovation and provoking a first-mover advantage (strong version). In our context, we do not consider the impact on international competitiveness of a carbon tax, as this topic is beyond the scope of this paper (for a survey, see e.g. Zhang and Baranzini 2004). However, we do consider in this Section induced technological innovation, and hence we consider the weak (Hicksian) form of the Porter hypothesis (cf. Jaffe and Palmer 1997)[2].

Studies assessing empirically the technological impact of emissions taxes or environmental regulations often use patents as a proxy for technological change in a particular sector (cf. EEA 2011), whereas they measure total factor productivity to identify an effect affecting the whole economy, as those proxies seem to have a good fit with respect to the unobservable technological improvement. Commins et al. (2011) analyze the impact of energy taxes (and the European Union System, from Emissions Trading) and report that only medium and high performance standards have a positive effect.

The issue of policy stringency is further analyzed by Brunnermeier and Cohen (2003) on a sample of 146 industries over the period 1983-1992. They obtain that expenditures (a proxy for policy stringency) do affect patents, pollution abatement proxy to technology diffusion in energy-efficiency technologies following a change in energy prices, based on US data from 1979 to 1988. The authors extrapolate their result to the case of energy taxes, which would lead to an increase in energy prices. Newell, Jaffe and Stavins (1999) find a similar result with a large set of US data from the 60s to the 90s: changes to 1988. The authors extrapolate their result to the case of energy taxes, which would lead to an increase in energy prices. Newell, Jaffe and Stavins (1999) find a similar result with a large set of US data from the 60s to the 90s: changes in energy prices (as well as in efficiency standards) induce technological innovation in product characteristics.

Applying a similar approach, using European data (EU15) from 1996 to 2007, Costantini and Mazzanti (2012) find a positive link between environmental and energy policy (measured through tax revenues) and the export dynamics of high-technological firms (the result partly applies also to medium-low-tech firms). The effect on exports, not technology itself, is relatively large, with elasticities ranging from 0.024 to 0.038, depending on the type of taxation, and does not apply to green sectors only.

Several studies (Ariruma et al. 2007, Johnstone and Labonne 2006, Darnall et al. 2007) and Lanoie et al. 2011) used a business' self-reporting database including 4'200 facilities distributed among seven OECD countries (Canada, France, Germany, Hungary, Japan Norway and USA). Lanoie et al. (2011) test the three versions of the Porter hypothesis and show that perceiving high environmental policy stringency has a positive effect on environmental R&D expenditure, with a lag. However, they do not find a direct impact on domestic successful patent applications. This result was already obtained by Jaffe and Stavins (1994), who assess the technology diffusion in energy-efficiency technologies following a change in energy prices, based on US data from 1979 to 1988. The authors extrapolate their result to the case of energy taxes, which would lead to an increase in energy prices. Newell, Jaffe and Stavins (1999) find a similar result with a large set of US data from the 60s to the 90s: changes in energy prices (as well as in efficiency standards) induce technological innovation in product characteristics. Using US data from 1970 to 1994, Popp (2002) computes an energy-price elasticity of technology, the latter defined as the share of energy patents applications relative to all applications. Controlling for the stock of knowledge using patent citations, he finds an elasticity of 0.06 in the short-term.

Applying a similar approach, using European data (EU15) from 1996 to 2007, Costantini and Mazzanti (2012) find a positive link between environmental and energy policy (measured through tax revenues) and the export dynamics of high-technological firms (the result partly applies also to medium-low-tech firms). The effect on exports, not technology itself, is relatively large, with elasticities ranging from 0.024 to 0.038, depending on the type of taxation, and does not apply to green sectors only.

Several studies (Ariruma et al. 2007, Johnstone and Labonne 2006, Darnall et al. 2007) and Lanoie et al. 2011) used a business' self-reporting database including 4'200 facilities distributed among seven OECD countries (Canada, France, Germany, Hungary, Japan Norway and USA). Lanoie et al. (2011) test the three versions of the Porter hypothesis and show that perceiving high environmental policy stringency has a positive effect on environmental R&D expenditure, with a lag. However, they do not find a direct impact on domestic successful patent applications. This result was already obtained by Jaffe and Stavins (1994), who assess the technology diffusion in energy-efficiency technologies following a change in energy prices, based on US data from 1979 to 1988. The authors extrapolate their result to the case of energy taxes, which would lead to an increase in energy prices. Newell, Jaffe and Stavins (1999) find a similar result with a large set of US data from the 60s to the 90s: changes in energy prices (as well as in efficiency standards) induce technological innovation in product characteristics. Using US data from 1970 to 1994, Popp (2002) computes an energy-price elasticity of technology, the latter defined as the share of energy patents applications relative to all applications. Controlling for the stock of knowledge using patent citations, he finds an elasticity of 0.06 in the short-term.

Applying a similar approach, using European data (EU15) from 1996 to 2007, Costantini and Mazzanti (2012) find a positive link between environmental and energy policy (measured through tax revenues) and the export dynamics of high-technological firms (the result partly applies also to medium-low-tech firms). The effect on exports, not technology itself, is relatively large, with elasticities ranging from 0.024 to 0.038, depending on the type of taxation, and does not apply to green sectors only.

Several studies (Ariruma et al. 2007, Johnstone and Labonne 2006, Darnall et al. 2007) and Lanoie et al. 2011) used a business' self-reporting database including 4'200 facilities distributed among seven OECD countries (Canada, France, Germany, Hungary, Japan Norway and USA). Lanoie et al. (2011) test the three versions of the Porter hypothesis and show that perceiving high environmental policy stringency has a positive effect on environmental R&D expenditure, with a lag. However, they do not find a direct impact on domestic successful patent applications. This result was already obtained by Jaffe and Stavins (1994), who assess the technology diffusion in energy-efficiency technologies following a change in energy prices, based on US data from 1979 to 1988. The authors extrapolate their result to the case of energy taxes, which would lead to an increase in energy prices. Newell, Jaffe and Stavins (1999) find a similar result with a large set of US data from the 60s to the 90s: changes in energy prices (as well as in efficiency standards) induce technological innovation in product characteristics. Using US data from 1970 to 1994, Popp (2002) computes an energy-price elasticity of technology, the latter defined as the share of energy patents applications relative to all applications. Controlling for the stock of knowledge using patent citations, he finds an elasticity of 0.06 in the short-term.
announcement of policy tightening suffices to induce technological change (signal effect). However, the impact of environmental policy on technological innovation and diffusion should also be assessed outside the country implementing the climate policy. Recent theoretical literature discusses the conditions under which trade spills over into technological change and impacts carbon emissions, see for instance Di Maria and van der Werf (2010), Golombok and Hoel (2004) or Acemoglu et al. (2012). Lanjouw and Mody (1996), first outline the link between environmental regulation in a given country (proxied by pollution control expenditures) and innovation in another. Based on a qualitative study, the authors analyze German, Japanese and US patents from the 70’s to the end of the 80’s, coupled with observations from a series of low- and middle-income countries. Among developed countries, the authors find that most domestic policies stimulate patent production also in the two other countries, although the strongest impact is within the country. Moreover, they find that developing countries enjoy the inventions of developed countries and concentrate their efforts mainly on adaptive innovation, i.e. adapting existing technologies and patenting for local markets (but not for exports). In the same vein, Barker et al. (2007b) apply an ex-post dynamic econometric analysis using cointegration techniques and find that the Environmental Tax Reforms implemented in some European countries (Denmark, Finland, Germany, The Netherlands, Sweden and the UK) lead to a very small geographical carbon leakage to EU's non-ETR countries, because technological innovations cross borders to non-ETR EU countries, the latter thus enjoying positive spillovers. Di Maria and van der Werf (2010) posit even the basis for a net halo, i.e. negative carbon leakage. However, the result of Barker et al. (2007b), Lanjouw and Mody (1996) and the others needs to be confirmed by additional empirical evidence. For instance, Popp (2006), in a study on patent reactions to NO\textsubscript{x} and SO\textsubscript{2} policies in Germany, Japan and the US over 1979 to 2003, cannot find a direct link between domestic environmental regulation and patenting in foreign countries, i.e. inventions respond to domestic but not to foreign policy. Follower countries do not seem to enjoy technology transfers by applying the innovations developed by the forerunners, but they rather develop their own. However, Popp (2006) does find an indirect impact represented by a transfer of knowledge, measured by cross-country patent citations. Hence, latecomers still enjoy some spillovers, but knowledge- instead of technology-related. A final remark concerns the rebound effect associated to technological change, i.e. technologies can favor clean energy (and thus a decline in emissions), but also reduce the real cost of energy services per unit, thus leading to an increase in emissions. Hence, the net effect of eco-innovation could be theoretically ambiguous. Since aggregate empirical estimations are assessing the total change in emissions resulting from emissions taxes or technology changes, the rebound effect is implicitly accounted for in the final result. On the contrary, the rebound effect has to be explicitly modeled in simulation studies or general equilibrium models. The importance of the rebound effect is subject to debate. Some authors like Brännlund et al. (2007) find that in Sweden an increase in energy efficiency of 20% augments CO\textsubscript{2} emissions by approximately 5%. In this case, technological change is thus increasing emissions. By considering capital costs explicitly, other studies like Mizobuchi (2008) find for Japan a lower rebound effect of 27%, which means that actual emissions reductions due to technological change are 73% of the engineering potential. The macroeconomic simulation of Barker et al. (2007a) for the UK economy leads to a similar result, with a rebound effect of approximately 15%. In these cases, technological improvements have thus a net abatement impact on emissions, in line with Lin and Li (2011). 

Counterproductive Carbon Taxes? The Green Paradox

Reminiscent of exhaustible resource theory, and starting in particular from Sinclair (1992), new theoretical contributions introduce more explicitly the supply-side of the market in the assessment of the environmental effectiveness of carbon taxes. Sinn (2008) shows that more stringent climate policy could not only lead to a geographical dislocation of emissions, but also to their temporal displacement (“temporal carbon leakage”). Indeed, if future climate policies are expected to be more stringent than those currently in place, wealth-maximizing resource suppliers can anticipate a depression in their revenues and thus anticipate the extraction of those resources. If this effect is so strong so that the net effect on damages is positive, a climate policy could even exacerbate the climate issue. This is the so-called “Green Paradox”. Following Gerlagh (2010), there are two version of the Green Paradox. The weak version is a short term phenomenon and is represented by the case when, following a climate policy, resource-owners anticipate the timing of extraction, thus increasing current emissions. However, given the long-lasting effects of emissions in the atmosphere, climate policies have to consider cumulative emissions and their damages. If emissions increase today, but they decrease sufficiently tomorrow, climate change is then less severe and we face a weak Green Paradox (see Gerlagh 2010; Habermacher and Kirchgässner 2011). A strong Green Paradox implies instead that the climate policy modifies the anticipations of resource-owners such that the resulting cumulative extraction corresponds to larger environmental damages.
Gerlagh (2010) does not analyze an explicit climate policy, but refers to a backstop technology. Under some conditions, he finds a weak and a strong Paradox. However, when relaxing the assumptions regarding the perfect substitutability between limited resources and the backstop technology and introducing an increasing marginal cost in the backstop technology, Gerlagh (2010) does not obtain a Green Paradox (see also Hoel 2010). Sinn (2008) notes that time-invariant unit taxes on carbon extraction would lead to a flattening of the carbon supply, thus avoiding a temporal carbon leakage. However, since resource-owners countries are likely to be against this policy, Sinn (2008) proposes instead a world-wide system of emission trading, in which oil-importing countries would act as a monopsony, thus constraining the suppliers’ inter-temporal maximization. Habermacher and Kirchgässner (2011) expand Sinn’s (2008) model by introducing additional climate measures such as alternative carbon taxes and peculiarities such as backstop technologies, global fuel demand cartels, and carbon capture and storage systems. Their model reverses the outcome, since with both competitive or monopolistic resource suppliers (cf. e.g. OPEC), the net present value of cumulative emissions decreases with a carbon tax once taking into account future carbon measures, i.e. there is no evidence of a strong Green Paradox. Fischer and Salant (2012) obtain a similar result, but find evidence in favor of the weak version, i.e. in their model there is inter-temporal carbon leakage due to climate policies. Interestingly, they note that a relatively more stringent policy is likely to lead to lower inter-temporal carbon leakage, i.e. the simulations accounting for rent adjustment converge to those that omit the possibility of carbon leakage. That is why Fischer and Salant (2012) advocate for ambitious policy reducing inter-temporal carbon leakage.

Using a Pareto optimality approach as in Sinn (2008), and not a utilitarian approach as often done in the literature, Spinesi (2012) shows that increasing subsidy to R&D expenditures in the field of fossil fuels could also avoid both the weak and the strong Green Paradox. Indeed, greater subsidies could counter the reduction in resource-owners’ profits due to an increasingly strong climate policy (in this case a higher carbon tax). This result is valid both with perfect and imperfect competition in the suppliers market, similarly to Habermacher and Kirchgässner (2011). However, subsidizing fossil fuel production could raise distributive issues since it could create additional rents for monopolistic firms. Moreover, other contributions on the optimal path of emissions suggest exactly the opposite, i.e. coupling carbon taxes with (temporary) research subsidies in the clean sectors.

Empirical assessments of the Green Paradox are extremely rare as we are aware of one study only, in addition not specific to climate policy. Di Maria et al. (2012) find a substantial drop in price of coal deliveries to US (coal-fired) power plants between a program announcement capping SO₂ emissions in 1991, and its implementation in 1995, especially for high-sulfur coal. This finding is in line with theory, since we expect coal producers to increase their supply prior to introduction of the cap. However, the evidence on the Green Paradox itself, which focuses on the emissions trajectory, is rather mixed. Indeed, the price drop is not transferred to an overall change in quantities or on the quality of coal (i.e. the sulfur intensity). Plants seem to start early adapting to the new regulation by reducing the sulfur content ahead of schedule. Only those not constrained by long-term contracts take advantage of lower spot prices, in line with theory. Hence, this paper concludes that a Green Paradox does not automatically rise in anticipation of a tighter regulation. We recall that the theoretical background predicts that supplier’s response may lead to a Green Paradox, under given circumstances, but that proper policy design matters. Following Di Maria et al. (2012), we emphasize two factors against the rise of a Green Paradox. First, coal demand from power plants appears to be quite inelastic. Actually, it seems that long-term contracts play an important role and that a short implementation lag (4 years in this case) leads to a prolonged period of coal sales but not all plants can take advantage of such window of opportunity, due to capacity constraints and other sources of short-term inflexibility. Second, overlapping environmental regulations may limit the risk of a Green Paradox. The lesson applicable to climate policy is that it is possible to avoid a Green Paradox by introducing as soon as possible stricter regulations in view of the 2020’s new Kyoto agreement abatement goal. In any case, announcing the objectives early and postponing policies later is the worst solution.

Summarizing, the intuition of the Green Paradox extends our knowledge of the impacts of climate policies, in particular allowing resource supply to be endogenously determined. However, the theoretical literature on the Green Paradox does not suggest that policymakers should not implement climate policies to avoid counterproductive effects. On the contrary, the literature indicates that the strong version can be avoided if policymakers carry on their climate policies taking into account the reaction of resource-owners. Moreover, this reaction is generally modeled also in the case of reduced competition, a theoretical framework that characterizes the market of many natural resources, e.g. oil. Empirical assessments of the Green Paradox are currently very rare, also because the largest part of the theoretical literature is very recent, but also because of challenging empirical issues related to endogeneity and information on policy expectations.
The Co-benefits of Emissions Taxes and Carbon Policies

In addition to greenhouse gases, climate policies may have an impact on other pollutants. In theory, those impacts can be positive or negative. For instance, a policy targeting CO$_2$ abatement can decrease SO$_2$ emissions, by leading to a switch from oil to natural gas. That is, CO$_2$ and SO$_2$ are in this case complements and spillovers are positive. However, the same policy may lead to a higher combustion temperature of natural gas, creating more emissions of NO$_X$. That is, CO$_2$ and NO$_X$ are in this case substitutes, but spillovers can be either positive or negative, depending on the output effect, e.g. if less natural gas is used overall (Holland 2011). However, there is a general consensus that positive spillovers substantially outweigh negative externalities. That is why the literature talks about co-benefits, secondary or ancillary benefits. We use the IPCC’s (2007) definition of co-benefits, illustrating the importance of an integrated approach that considers additional benefits as important as direct benefits.

OECD (2002) presents a long list of beneficial effects induced by emission abating policies. It includes lower mortality and morbidity from lower local air pollution, better visibility, higher crop yields, less damages to structures due to less acid rain, reduced urban congestion, noise and accidents. Indoor pollution matters mainly for developing countries (OECD 2009). According to OECD (2002), ecological benefits should also be included, because tropical forests are important for the conservation of flora and fauna.

Most of these benefits are local and arise in the short-term, which could contribute to increase the acceptability of climate policies (cf. OECD 2002). Pittel and Rübbelke (2008) show with a simple game-theoretical setting that international negotiations would be favorized if the player’s pay-off would include co-benefits, reducing the free-riding problem. Moreover, there is some evidence outlying that co-benefits are likely to be higher in emerging economies than in developed countries. That is, Pittel and Rübbelke (2008) show that accounting for exclusive and immediate local benefits increases the pay-offs of a developing country’s cooperative attitude.

An important issue in this literature is represented by the valuation of co-benefits in monetary terms, in particular because many studies focus on the health impacts of reduced air pollution, which typically represent the largest component of co-benefits. But the value of statistical life is a controversial approach, with considerable political sensitivity (cf. OECD 2002, 2009).

An additional methodological issue is the determination of the baseline scenario, i.e. the case wherein the climate policy is not implemented. For instance, projected changes in standards for air pollutants have to be considered (OECD 2002). Moreover, simulations should consider both the opportunity cost of investing in another policy targeting local pollutants instead of a carbon policy, as well as the reduced administrative burden deriving from the co-benefits of a single policy on different fields of regulation (OECD 2009). Furthermore, model calibration is not neutral. For instance, the determination of the social discount rate is very likely to affect the final results, as well as other underlying assumptions. For example, a non-linear relation between air pollution and health makes more sense than a linear assumption (OECD 2009).

Due to all these issues, estimations of co-benefits are not very consistent across studies. According to OECD (2002), they range from 30% to 100% of abatement costs, with lower estimates in more recent studies. Furthermore, empirical estimates are likely to underestimate the effect of co-benefits, since it is particularly demanding to take into account all spillovers. Therefore, studies generally focus on the main co-benefits only.

Ekins (1996) surveys the estimated co-benefits for a series of developed countries (US, UK, Germany, Norway and European countries in general) and finds a very large range of values from US$21 per ton of carbon up to US$794, with an average co-benefits per ton of carbon of US$273. OECD (2002) reviews 13 studies and finds that estimates depend on the scope of the analysis (i.e. how many co-benefits and how many sectors are analyzed) and on the country. When results are monetized, they range from US$3 to US$452 per ton of carbon. More recently, OECD (2009) surveyed 9 studies focusing on different cases in terms of country of interest, horizon, pollutants, co-benefits and model assumptions. When results are monetized, they range from about US$14 to $58 per ton of carbon.

Nemet et al. (2010) review 37 studies on air-quality-related co-benefits providing 48 monetary estimates, 28 relative to developed countries and 20 for developing countries. Although comparability between studies with different architecture is not always ensured, Nemet et al. (2010) confirm that recent analysis tends to be more conservative and that in general estimates for developing countries are higher than for developed countries. The median (mean) for developed countries is
US$31 (US$44) per ton of CO$_2$ and US$43 (US$81) for developing countries. A possible explanation for higher co-benefits in developing countries is their higher levels of air pollution and thus larger health benefits from abatement, assuming a non-linear relation between pollution and health effects.

Groossman et al. (2011) analyze the transport and electric power sectors in the US, ending up with estimates for co-benefits over the period 2010-2030 ranging from US$1 to US$77 per ton of CO$_2$. Estimates are sensitive to modeling assumptions and years, with co-benefits at the end of the period being many times larger than in 2010. The authors present 4 scenarios, modifying the underlying assumptions and in particular mortality response to pollution exposure, capped SO$_2$ emissions, and the social discount rate. Interestingly, the authors find that marginal co-benefits exceed marginal abatement cost for 2 scenarios over 4. Omission of co-benefits would thus substantially under-estimate the benefits of a climate policy using e.g. carbon taxes.

Summary and Conclusions

Carbon taxes political acceptability is a major concern, which may explain why in practice only few countries have implemented them. Major issues range from distributive consequences, to administrative burden and competitive impacts. In this paper, we discuss specifically the concern regarding their environmental effectiveness. In the literature, the environmental performance is often evaluated through ex ante simulations based on disputable assumptions. In this paper, after reviewing the main characteristics of carbon taxes, we discuss their environmental impacts mainly based on empirical estimations using real data. We highlight several factors determining emissions, such as technological innovation, the complementary decrease of other pollutants (co-benefits) and the reaction of suppliers (the Green Paradox). We stress that climate policy should be considered from an integrated perspective and that the full potential of carbon taxes can be assessed only with a comprehensive approach which includes all aspects related to the implementation of this instrument. When carbon taxes are evaluated in this multifaceted way, rationales for implementation tend to increase rather than decline.
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