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A B S T R A C T

Industry 5.0 ecosystems focus on a human-centric approach to operations and supply chain management by
integrating stakeholders, advanced technologies, and processes. While incorporating social media (SM) infor-
mation into demand forecasting can significantly improve accuracy, it also brings about several challenges. This
paper proposes an approach to leverage Big Data originating from SM networks combined with human judgment
to build demand forecasts for new products. The structured methodology is demonstrated to improve forecast
accuracy in a real case of a F&B company while providing several insights into the challenges and opportunities
of integrating advanced information technology into the demand forecasting process. The main challenges
include effectively categorising the impact factors of SM on demand forecasting, translating insights from SM
into actionable decisions, and ensuring the accuracy and reliability of the data obtained from SM networks.
Future studies should involve collaborative expert input and validating the approach across various companies
and industries.

1. Introduction

Industry 5.0 (I5.0) ecosystems involve an interconnected network of
stakeholders, advanced technology, and integrated processes to create a
human-centric approach to operations and supply chain management
(SCM) (Sindhwani et al., 2024). The demand forecasting process is a
critical element in operations and SCM, and integrating I5.0 advanced
technologies, such as real-time consumer insights and Big Data ana-
lytics, into this process offers multiple opportunities for improved
forecasting but also poses potential challenges while using these tech-
nologies. Forecasting demand for a new product or service is a major
challenge for any company, whether to predict the success of a new
product, optimise its production, inventory and logistics, or capacity
planning and allocation. This is due to limited historical data associated
with the new product, uncertain market response from consumers
regarding the adoption of the new product, and changes in consumer
behaviour due to external factors and events (Saunders et al., 2024).
Therefore, companies heavily rely on social media (SM) networks for
information exchange with their consumers regarding their new prod-
ucts and services, as well as improving online customer journeys and
engagement (Dwivedi et al., 2021). Wehrle et al., 2022) show how

effectively using SM to co-create knowledge with employees and cus-
tomers, along with developing dynamic capabilities, can significantly
improve a company’s performance in developing new products. With
several billion users every day, SM networks have given marketing a
new dimension to gauge the opinions and sentiments of actual and po-
tential consumers towards their newly launched products to inform their
marketing decisions (Hicham & Karim, 2023). User-generated content
on SM networks often contains product reviews and sentiments towards
the company, making it a valuable source of information for demand
forecasting. In fact, the consumers perception of the company’s ability to
rapidly adapt to feedback and customer needs on SM networks, increases
their willingness to purchase the company’s products (Bozkurt et al.,
2023). Moreover, customers seek information on SM networks which
influence their decisions before making a purchase as well as sharing
their product reviews after a purchase (Lin & Wang, 2023; Xie & Lee,
2015). The quality of the relationships between consumers and com-
panies due to marketing activities on SM networks is indirectly linked to
increased purchase intentions of SM users (Wibowo et al., 2021). Hu
et al. (2019) highlight the importance of SM analytics in generating
actionable insights for strategic business decisions, such as product
positioning and customer relationship management (CRM). Actually,
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effective SM CRM is essential to ensure improved marketing perfor-
mance (Luo et al., 2024). SM networks provide accurate, real-time in-
formation on the customer journey which has been shown to improve
demand forecast model accuracy, providing information directly from
the consumers and the social network of customers (Onofrei et al., 2022;
Xu et al., 2016). Moreover, research has shown that the more customers
engage with a company on SM networks, the more likely they are to visit
the company more often, demonstrating increased loyalty as well as
profitability (Rishika et al., 2013).

There are various forecasting approaches for new products: (1) Sta-
tistical approaches that consist of time-series models, regression models,
and diffusion models like the Bass model (Mas-Machuca et al., 2014);
Bayesian models which incorporate prior information about parameters
into the modelling process and update them based on observed data to
make probabilistic predictions about future events (Lei et al., 2023); (2)
Forecasting based on judgmental approaches including Delphi studies,
judgmental adjustment of statistical models, and Analytical Hierarchical
Process (AHP) (Swaminathan & Venkitasubramony, 2023); (3)
Data-driven methods including artificial intelligence (AI) with super-
vised and unsupervised machine learning (ML) (Elalem et al., 2022), as
well as agent-based modelling (ABM) techniques (Petropoulos et al.,
2022); (4) Market studies consisting of customer surveys and market
analysis (Hanaysha, 2022); and finally a hybrid combination of one or
more of these approaches. Since the advent of social networks, few ar-
ticles have considered social media information (SMI) to improve the
accuracy of demand forecasting models for new products, however no
papers have yet looked at a human-centric approach to new product
forecasting which leverages I5.0 technologies such as real-time SM data
analytics. Potential reasons could be due to limited understanding of SM
dynamics regarding how to leverage SMI for forecasting purposes (Fildes
et al., 2022) pushing practitioners to favour quantitative methods, as
well as potential concerns regarding subjective biases present due to the
unstructured nature of human judgment (Petropoulos et al., 2022), in
particular in the context of highly dynamic SM networks. Nevertheless,
the incorporation of a well-structured judgmental adjustment approach
has been shown to improve demand forecast accuracy (Alvar-
ado-Valencia et al., 2017; Brau et al., 2023) by minimising cognitive
biases of experts, such as contextual and motivation biases (Petropoulos
et al., 2022). Integrating expert judgment into forecasting models based
on information coming from advanced data analytics in the I5.0
ecosystem can be challenging, and experts may introduce biases,
therefore subjective adjustments must be made objectively. Conse-
quently, a key challenge in utilising insights from SM to in the fore-
casting process for new products includes the difficulty in translating
these insights into real-time decisions. This is due to the complexity of
interpreting SM signals, such as in the case of a rapid increase in positive
or negative comments. Moreover, the use of SMI in demand forecasting
must be treated carefully as SM posts must be connected to the product
in question in order to analyse the direct relationship (Fildes et al.,
2022).

Therefore, the motivation for this study is to explore a human-centric
approach for refining demand forecasting models for new products by
interpreting advanced data analytics from SM networks within the I5.0
ecosystem. The research question is: How effectively can expert insights
from social networks be utilised to adjust demand forecasting models,
particularly in the context of new products? The objectives are to
develop a framework for a forecast adjustment approach for the classi-
fication of the SMI and sentiment variables into four adjustment factors:
transient, transferred, quantum jump, and trend change. The proposed
approach is then tested and validated using a real case study from the
Food & Beverage (F&B) industry which deals with new products for
special yearly events. Unlike prior research that has primarily focused
on incorporating SMI into forecasting models for new products either as
exogenous variables in statistical approaches or using solely ML ap-
proaches, this study proposes a systematic judgemental forecasting
methodology to reflect the direct influence of SM variables in the

demand forecast of new products, offering a structured approach to
judgmental adjustment based on SMI and sentiment.

The following section presents the review of the literature on new
product forecasting with data from SM platforms, and on judgmental
adjustment of forecasts. Section 3 presents the four-phase methodology
that identifies SMI into four impact factors with which to judgmentally
adjust new product demand forecasting. The approach is validated using
a case study in Section 4 and the results are discussed. Section 5 presents
the theoretical and managerial implication of the study and Section 6
presents the conclusions to this research and highlights the future
research directions.

2. Literature review

2.1. Forecasting with data from social networks

Recently, the use of online data for demand forecasting has surged
due to the increasing availability of big data and the advent of advanced
tools like ML for predictive analysis and sentiment analysis (Fildes et al.,
2022). Moreover, research has shown the extensive influence of positive
“word of mouth” on SM on organisations and other individuals (Grover
et al., 2022). Increases in sales volume has been observed to be statis-
tically significant when promoting products via social network cam-
paigns (Dolega et al., 2021). Integrating SM into a
Susceptible–Exposed–Infectious-Recovered (SEIR) model has also been
shown to improve COVID-19 infections forecasting (Bae et al., 2021). On
the other hand, Schaer et al. (2019) dispute the reported performances
of the forecasting approaches in the literature using SMI when compared
to a naïve forecasting approach, and recommend caution be used in
forecast accuracy evaluation methods. Similarly, Bauer et al. (2023)
illustrate the dangers of human interpretation in explainable AI within
the domain of real estate price forecasting. Their research highlights
how information provided by AI can shape users’ perceptions and pri-
oritisation of data, potentially reinforcing biases and leading to subop-
timal decisions. Nevertheless, it is essential to quickly understand and
respond to customers’ needs, and SM platforms offer valuable insights
that can help businesses sense these requirements in real-time (Wehrle
et al., 2022).

The following studies incorporate SMI into their analyses for statis-
tical and ML models for demand forecast modelling for products with
limited historical data and uncertain demand. Badulescu et al. (2023)
employ multi-criteria decision-making models to analyse the relation-
ships between SM and sales variables for new product forecasting and
find that the number of followers as well as comments on SM networks
are the most critical influencers for sales according to expert judgment.
Rousidis et al. (2020) find a prevalence of single-source social networks,
primarily Twitter, with regression algorithms widely used, particularly
in finance, for accurate predictions. Brand trust has been shown to have
a mediating effect on the consumer’s purchasing decision (Hanaysha,
2022). Kitsios et al. (2022) explore the elements impacting SM users’
trust in travel-related data from SMI, highlighting the significance of
perceived enjoyment and value as crucial influencers. Ampountolas and
Legg (2021) introduces a framework based on a combined ARIMA and
ML approach using Segmented boosting methods (XGBoost) and senti-
ment analysis of unstructured SMI from Twitter to predict hotel demand
with greater precision. He et al. (2016) underscore the predictive power
of negative sentiment from social network posts in company stock price
prediction, emphasising variable selection and data source. Further-
more, Xie et al. (2020) demonstrate how SM discussions can predict
changes in Bitcoin prices and find that less connected SM networks are
better at forecasting next-day returns in the Bitcoin market. Boldt et al.
(2016) discuss using Facebook page data for Nike sales prediction,
highlighting the need to differentiate products with varying purchasing
behaviours. Lassen et al. (2014) devise a linear regression model fore-
casting iPhone sales via Twitter metrics like Likes, Shares, and senti-
ment. Cui et al. (2018) compare linear regression, SVM, and RF in sales
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forecasting for a fashion brand using SMI, with RF showing superior
performance. Giri et al. (2019) investigate the impact of Twitter on
garment sales by collecting and analysing tweets and sales data, finding
a correlation between consumer tweets and apparel sales and proposing
a SM based fuzzy time series model that outperforms traditional fore-
casting methods. Fu and Fisher (2023) propose a SKU-level forecasting
method in the fashion industry using Lasso regression, support vector
machine (SVM), and random forest models, with the random forest
model demonstrating the lowest mean absolute deviation, while high-
lighting the importance of mitigating biases and noise in SMI for
improved accuracy. Hu et al. (2020) develop a deep forest prediction
model leveraging customer feedback on products from the e-commerce
website Alibaba for to forecast various electronic products with positive
results. While numerous studies have demonstrated the potential for
enhanced forecast accuracy through the inclusion of SMI, there is a
noticeable absence of research exploring the specific influence of SM
variables on product-specific forecasting (Boone et al., 2019). Moreover,
the articles mentioned above concentrate on established products
already in the market. Despite the unpredictability inherent in industries
like tourism and fashion, which are heavily influenced by external fac-
tors, practitioners can still leverage historical sales data to develop
statistical and ML techniques for analysis.

On the other hand, new product forecasting presents several unique
characteristics compared to forecasting existing products such as limited
historical information, uncertain demand due to factors such as novelty
and lack of market awareness, and rapidly changing consumer prefer-
ences. In this context, statistical approaches such as the Bass diffusion
model is commonly used when considering SMI in new product fore-
casting. Zhang et al. (2022) propose a SM-based method, integrated with
the Bass model, to forecast upcoming movie box office earnings,
leveraging online reviews from microblogs and extracting sentiment,
consumer behaviour, and audience attention metrics, demonstrating
superior performance compared to traditional models and prior
research. Dellarocas et al. (2007) integrate magazine forum data into
four prediction models to forecast movie revenues based on the Bass
diffusion model. Zhang et al. (2022b) introduce a novel product fore-
casting method that utilises online reviews and search engine data,
incorporating sentiment analysis, demonstrated through a case study on
monthly automobile sales forecasts. Fan et al. (2017) integrate sales
history and online reviews of automobiles into a Norton/Bass model,
innovating sentiment analysis through social network sentiment with
positive results. Iftikhar and Khan (2020) develop a framework for
forecasting new fashion products based on the Bass Emotion model
developed by Fan et al. (2017) to include sentiment polarity retrieved
from SMI and tested it on products from an apparel retail company. Bass
diffusion models excel in predicting adoption patterns for durable con-
sumer goods, however, their effectiveness diminishes when confronted
with products subject to fluctuating seasonal demand or situations
where distinguishing between initial and repeat purchases is difficult
(Mas-Machuca et al., 2014). Additionally, a significant limitation of the
Bass diffusion model arises from its reliance on historical data and the
complexity involved in estimating its parameters which poses a chal-
lenge when applying the model to entirely new products, where un-
certainties surrounding market acceptance and adoption are prevalent
(Elalem et al., 2022).

Other statistical models have also been investigated when fore-
casting new products using SMI. Asur and Huberman (2010) reveal that
a simple regression model incorporating frequency of tweets from
Twitter outperforms market-basedmodels for predicting movie demand.
They also conclude that integrating the sentiment from tweets in their
model enhances short-term forecast accuracy. Lee et al. (2019) investi-
gate the use of SMI to forecast the demand for hyper-differentiated
products both online and offline using predictive global sensitivity
analysis to generate forecasting equations with a focus on DVD movies.
Parviero et al. (2022) employ ABM to forecast new product adoption
based on peer influence from social networks as well as external factors.

Shen et al. (2023) examine how SM exposure after fashion shows affects
two sales approaches: ‘See now buy later’ (SNBL) which involves selling
months after shows and ‘See now buy now’ (SNBN) which enables im-
mediate post-show purchases. Using a two-period newsvendor model,
they find that SNBN performs better than SNBL when demand feedback
accuracy and holding costs are low, however, the effectiveness of SM
exposure varies based on consumer valuation and product preference.
Table 1 provides the overview of the literature regarding forecasting
approaches using SMI for existing and new products. Notably, judg-
mental approaches have not been considered in the literature despite
their effectiveness in improving forecasting accuracy, and few articles
focus on new product forecasting.

Forecasting products with short life-cycles, sensitivity to trend and
seasonality, and consumer behaviour such as consumer electronics, fast
moving consumer goods such as the F&B industry, automotive, and the
fashion industry, is complex due to ever-evolving consumer preferences
and rapidly changing trends, all of which contribute to high volatility
and uncertainty in the market. Although these industries have war-
ranted much research in short-term demand forecasting for new prod-
ucts due to the nature of their businesses, there has been very little
research in qualitative methods that integrate human judgment and
expertise (Swaminathan & Venkitasubramony, 2023) even though
expert judgment is considered significant in forecasting these types of
products (Seifert et al., 2023). While AI has infiltrated marketing
decision-making processes (Newell & Marabelli, 2015) and demand
forecasting models, judgment is still considered essential in under-
standing customer purchase intentions and behaviours (Hicham &
Karim, 2023).

2.2. Judgmental forecast adjustment

Judgmental adjustment is a decision-making approach that enriches
statistical forecasting models by incorporating contextual elements and
expert knowledge in order to capture events that lie beyond the scope of
historical data, such as supply chain disruptions or strikes (Petropoulos
et al., 2022). Marmier and Cheikhrouhou (2010) introduce a structured
method for judgmental adjustment based on impact factors and find that
it enhances the accuracy of forecasting models. Moreover, a collabora-
tive fuzzy forecast adjustment approach is developed by Cheikhrouhou
et al. (2011) in order to minimise the biases and limitations that come
with judgmental decision-making by replacing a single expert with a
group of experts. Maaß et al. (2014) suggest that data mining can help
improve forecasting accuracy, particularly when the data has low
volatility and noise, and found that combining data mining with judg-
mental adjustment significantly improves short-term forecast accuracy.
Expert knowledge from forecasters, sales teams, and marketing is crucial
for refining demand forecasting techniques. Petropoulos et al. (2018)
evaluate the accuracy of judgmentally selected forecasts compared to
those recommended by software and find that a significant number of
forecasting experts select different models to those recommended using
software, and that judgmentally selected models perform as well as, if
not better than, those selected by software. Van den Broeke et al. (2019)
investigate the impact of two types of judgmental decision-making with
a focus on positive or negative, and small or large adjustments. They find
that, in scenarios where statistical forecasts remain unchanged over
time, judgmental adjustments improve short-term forecast accuracy,
especially close to the time of purchase and that larger adjustments are
more impactful than smaller ones. Fischer and Harvey (1999) explore
forecast accuracy in cases where experts combine forecasting models
using hindsight information and show that judgmental adjustment
outperforms average forecasts primarily due to forecast errors’
communication to forecasters.

Fildes et al. (2009) evaluate methods for addressing bias adjustments
in statistical and non-statistical forecasting approaches and uncover the
limited effectiveness of positive adjustments compared to negative ones.
The authors recommend structured approaches in judgmental
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decision-making to mitigate optimism bias in forecast adjustment de-
cisions. Duru and Yoshida (2009) assess judgmental forecasting’s
effectiveness and applicability in the shipping industry using Delphi,
expert-opinion, and ARIMA-based forecasts, and conclude that judg-
mental adjustments are valuable, particularly in response to intermittent
events. Trapero et al. (2012) find that judgmental adjustments reduce
forecasting errors when adjustment sizes are moderate for promotional
products. The study also reveals a tendency towards optimism, wherein
positive adjustments lead to greater errors than negative ones. De Baets
and Harvey (2020) analyse forecasting decision support systems,
revealing users’ ability to learn from past performance records for
effective model-based forecast selection and adjustment.

In the context using information from SM networks for judgmental
decision-making, SMI is being increasingly used as a decision support in
strategic and operational decision-making, although the focus has
mainly been to understand customer behaviours and market trends in
order to informmarketing decisions (Yang et al., 2022). No articles have
yet explored the use SMI as a decision support for judgmental business
decisions regarding new product demand forecasting however this is
expected to increase with the development of SMI collection methods
(Hasani et al., 2023). This article seeks to address this gap in the liter-
ature by investigating the potential of judgmental adjustment of new
product forecasts using SMI. Hence, the primary objective of this study is
to address the following research question: How effectively can expert
insights from social networks be utilised to adjust demand forecasting
models, particularly in the context of new products?

3. Methodology adopted for the SMI-based judgmental
adjustment of time-series demand forecasts

The methodology consists of four phases shown in Fig. 1 each with
several steps, which are: Phase 1: Data Gathering and Structuring; Phase
2: Variable Selection and Analysis; Phase 3: Forecast Adjustment based

on SMI; and Phase 4: Methodology Validation.

3.1. Phase 1: data gathering and structuring

This phase consists of several steps. Firstly, the SMI is extracted from
the social network, either by an API directly connected to the company
account or using a web scraping tool (Python code for web scraping
Facebook data in Appendix 1). The information extracted includes data
related to the number of Followers (total, new, lost), Impressions
(organic, paid, viral), number of Comments, Likes, Reactions and Shares
(paid or organic), Post URL, number of Video Views (organic, paid,
viral), Content consumptions, Reach (organic, paid, viral), and Total
Page Views.

The second step in Phase 1 is to convert the unstructured data into
structured information. This includes determining the sentiment of
Comments left by users of the SM platform, as well as the number of
positive, negative, and neutral comments. To perform sentiment anal-
ysis, a classifier is generated and trained using a language dataset that
includes attributes of positive, negative, or neutral sentiments. The
classifier is constructed employing a supervised ML technique, the SVM.
The SVM classifier is employed to categorise comments sourced from SM
as positive (+1), negative (− 1), or neutral (0) sentiment. Then the
sentiment scores are calculated and aggregated daily to derive the
average daily sentiment.

The SVM, originally intended for addressing binary classification
tasks, necessitates an adaptation when confronted with a multi-class
classification problem, shown in this paper by the three sentiment cat-
egories (positive, neutral, and negative). In this approach, multiple bi-
nary SVM classifiers must be trained and then the results combined to
create a multi-class sentiment classification.

For positive sentiment (class 1), the linear SVM classifier aims to find
a decision boundary that best separates the positive class from the rest.
The decision boundary for class 1 can be represented as:

Table 1
Overview of new and existing product forecasting approaches using social media information (SMI).

Reference Forecasting Approaches Product Forecasted SMI Source New
product?

Data-driven methods
(ML, ABM)

Judgmental Statistical modes (time series,
regression, Bass)

Ampountolas and
Legg (2021)

x x Hotel Occupancy Twitter & SocialMention no

Asur and Huberman
(2010)

x Box office revenue for
movies

Twitter & sentiment yes

Boldt et al. (2016) x Nike Sales Revenue Facebook no
Cui et al. (2018) x x Fashion Apparel

products
Facebook no

Dellarocas et al.
(2007)

x Box office revenue for
movies

Magazine forum data yes

Fan et al. (2017) x Automobile sales Online reviews & sentiment yes
Fu and Fisher (2023) x Fashion Apparel

products
Twitter and the Google Search Volume
Index

no

Giri et al. (2019) x Fashion Apparel
products

Twitter & sentiment no

Hu et al. (2020) x Various product
categories

Customer feedback on e-commerce
website Alibaba

no

Iftikhar and Khan
(2020)

x Fashion Apparel
products

Twitter and Facebook & sentiment no

Kitsios et al. (2022) x Forecast traveller
behaviour

Comments on hotel booking websites no

Lassen et al. (2014) x iPhone sales revenue Twitter & sentiment no
Lee et al. (2019) x Online and Offline

Movie Sales
Box OfficeMojo; Movie reviews and an
e-commerce platform

no

Parviero et al. (2022) x Adoption of a new
product

Mobile phone network yes

Shen et al. (2023) x Luxury Fashion
products

Social media exposure yes

Zhang et al. (2022a) x Box office revenue for
movies

Online reviews from microblogs &
sentiment

yes

Zhang et al. (2022b) x Automobile sales Online reviews & Search traffic data &
sentiment

yes
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ω1⋅x+ b1 = 0 (1)

Where, ωi represents the weight vector for class i, x represents the input
features of the text data, and bi represents the bias term for class i.

Similarly, for neutral sentiment (class 0) and negative sentiment
(class − 1), the decision boundaries can be respectively represented in
Eqs. (2) and 3, respectively:

ω0⋅x+ b0 = 0 (2)

ω− 1⋅x+ b− 1 = 0 (3)

The linear SVMmodel assigns the class label based on which decision
boundary the input falls on. For example:

• If Eq. (1), ω1⋅x+ b1 > 0, then the input is classified as positive (class
1),

• If Eq. (2), ω0⋅x+ b0 > 0, then the input is classified as neutral (class
0),

• If Eq. (3), ω− 1⋅x+ b− 1 > 0, then the input is classified as negative
(class − 1).

The SVM training process involves finding the optimal values for ω
and b that maximise the margin between the decision boundary and the
data points while minimising classification errors.

The characteristics of SM comments data frequently encompass non-
linear and complex patterns. To effectively handle this complexity, the
SVM algorithms are specifically chosen for their capability to capture
intricate non-linear relationships between the features (such as words)

and the target variable (i.e., sentiment). Notably, SVM algorithms
leverage kernel functions to map data into higher-dimensional spaces,
allowing them to achieve high accuracy in tasks like sentiment analysis.
This is especially crucial for evaluating sentiment in SM comments,
given the often-substantial data volume and inherent sentiment ambi-
guity. Moreover, SVM proves resilient to the inherent noise in SM
comments, which might include unstructured text elements like emojis,
abbreviations, or misspellings (Arias et al., 2013; Ortigosa et al., 2014),
thus making it an ideal choice for sentiment analysis tasks.

3.2. Phase 2: variable selection and analysis

This phase encompasses two critical steps, starting with the initial
identification of the most important SMI variables related to product
demand. Subsequently, an Exploratory Data Analysis (EDA) is con-
ducted on the chosen variables. The objective is to ascertain the key SMI
variables that significantly contribute to predicting potential associa-
tions between SM data and sales. To achieve this, the RF algorithm is
employed. RF offers the advantage of comparing the importance of
original variables against the importance of their randomised counter-
parts (Kursa et al., 2010). The utilisation of RF for variable selection is
particularly advantageous due to its embedded nature, which results in
high accuracy, interpretability, and improved generalisation. The per-
centage increase in Mean Squared Error (%incMSE) offers insights into
the extent by which the accuracy of the RF model diminishes when a
variable is excluded from a node split (Shi, 2022). This metric gauges the
significance of each variable in contributing to the predictive power of
the model.

The EDA includes the identification of significant events that could
potentially impact the forecast such as product launches, promotional
campaigns, public announcements, or any other occurrences that could
generate heightened SM activity. Moreover, it is important to either
align the timestamps of SM data and time-series forecast data or to
introduce a ‘lag’ between them to represent the time between an SMI
event and its impact on the demand. This ensures that SM activity is
synchronised with the corresponding time intervals of the forecast to
examine the timing of the identified events and their corresponding
impact on both SM activity and the forecasted variable.

Furthermore, as part of the EDA, relationships and potential corre-
lations between the SMI variables and historical sales figures of com-
parable products are identified which helps to expose any patterns or
trends that might suggest a meaningful link between SM engagement
and product demand. By analysing the historical sales data of analogous
products together with SMI metrics, the EDA helps determine whether
certain SM interactions coincide with spikes or declines in sales. This
comprehensive exploration not only facilitates a holistic understanding
of the dynamics between SM and product demand but also informs
subsequent steps in constructing a robust forecasting model by aiding in
selecting the appropriate SMI-based adjustment factors for each
variable.

3.3. Phase 3: forecast adjustment

The forecast adjustment approach presented is inspired from the four
event-based judgmental adjustment factors from Marmier and Cheikh-
rouhou (2010), which include transient factors, transferred impact fac-
tors, quantum jump factors, and trend change factors. These factors are
shaped by causal variables that support experts to adjust the baseline
forecasts. Firstly, the baseline demand forecast, DBaseline is initialised and
represents the expected demand in the absence of any external in-
fluences. Estimating DBaseline for new products presents a challenge due
to the lack of historical data, however, there are several viable ap-
proaches to tackle this issue. One method involves identifying analogous
products Within the portfolio or the market that share characteristics
with the new product. By leveraging the historical demand data of these
similar products, DBaseline can be estimated for the new item.

Fig. 1. Methodology for judgmental forecast adjustment using SMI.
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Alternatively, seeking input from experts such as product managers,
industry specialists, and salespeople can provide valuable insights into
the expected demand. Conducting thorough market research and sur-
veys can also help in constructing a demand model that predicts DBaseline
based on customer preferences and intentions. Simulation and model-
ling techniques, considering factors like market size and adoption rates
using the Bass model, for example. Lastly, leveraging ML models trained
on available data, including product attributes and market trends, can
aid in predicting demand patterns.

In parallel, two steps of Phase 3 are to identify the type of adjustment
factors pertaining to the selection SMI variables and to determine the
size (magnitude) and direction (increase / decrease) of the adjustment.
The adjustment factors are the following:

3.3.1. Transient factors
Within the framework of an SMI-based forecast adjustment

approach, the transient factor serves to incorporate the impact of an
event that disrupts the demand forecast, including events such as strikes,
supply disruptions, or other transient events. Notably, once the event is
over, its influence on the forecast dissipates entirely as seen in Fig. 2. On
the other hand, identifying a transient factor in the context of SM’s
impact on a time-series forecast involves a comprehensive analysis of the
SMI and its correlation with fluctuations in the forecasted variable,
which are performed in Phases 1 and 2 of the methodology. Based on the
events identification and correlation analyses performed as part of the
EDA step in Phase 2, a transient factor is identified in the instance where
an event leads to an increase or decrease in SM activity followed by a
change in the forecast, during the period of the event, such as a special
discount in a particular period. Moreover, it is important to monitor how
the influence of SM activity on the forecast diminishes over time after
the event. If the impact on the demand almost immediately fades after
the event, it suggests a transient effect.

The size and direction of the adjustment quantity is derived by
analysing historical data and the contextual judgment of the experts to
estimate the extent of the impact of the event. For example, firstly,
historical sales data for the product are gathered, including data from
previous months without any special events and the average demand for
those normal months is calculated. Then, the historical data is analysed
to estimate the impact of the promotional campaign. Assuming in this
example that, historically, similar campaigns have led to a 20 % increase
in sales during the campaign month, the adjustment quantity for the
transient factor is calculated as the difference between the expected
demand during the promotional month with the campaign (adjusted)
and the average demand for normal months (baseline) as demonstrated
in Eq. (4).

DAdjusted = DBaseline × (1+% Increase due to campaign) (4)

Where DAdjusted is the adjusted demand, DBaseline is the initial forecast
without any external factors or events influencing it, and% Increase due
to campaign is calculated based on historical data analysis or expert
judgment.

3.3.2. Quantum jump factor
In contrast to the transient factor, the quantum jump effect is char-

acterised by its permanence after the event as seen in Fig. 3. This phe-
nomenon arises when a company achieves a significant milestone, such
as securing a major contract, successfully entering a new market, or
establishing a new distribution network, resulting in a positive quantum
jump. However, a quantum jump may also be negative in the case of a
loss of a major customer or the introduction of a new competitor on the
market. The quantum jump factor manifests when the consequences of a
non-recurring event have an enduring impact. In instances where time-
series models fail to inherently anticipate a quantum change, explicitly
factoring in the sustained impact can prove beneficial for a certain
duration. In the context of incorporating SMI into demand forecasts,
identifying a quantum jump factor involves recognising significant and
lasting shifts in demand that can be attributed to events or trends
originating from SM. When observing a substantial and persistent
change in SM users’ sentiments, preferences, or behaviour on SM plat-
forms, it may indicate the occurrence of a quantum jump effect.

For example, if there is a sudden increase in positive sentiment and
discussions related to a new product on SM which “goes viral”, and this
sentiment shift aligns with a notable increase in actual product sales, it
suggests the presence of a quantum jump factor. Similarly, if SM con-
versations consistently highlight a transformative event or development,
such as the company successfully entering a new market, and this co-
incides with a sustained boost in demand for the product, it could
indicate the influence of a quantum jump factor. Analysing the rela-
tionship between SM sentiment and corresponding changes in demand
over time can help pinpoint instances where the impact of a social
media-driven event or trend has led to a lasting adjustment in demand
patterns.

IFQJ = D̃expected − D̃Baseline (5)

DAdjusted = DBaseline + IFQJ (6)

Where IFQJ is the quantum jump impact factor, D̃expected is the expected
average demand after the event pertaining to the quantum jump impact,
and D̃Baseline is the average demand of the baseline forecast for the period.

3.3.3. Transferred impact factor
The transferred impact factor is characterised as an event’s localised

influence on specific time periods of the demand forecast without
significantly altering the overall forecast for an extended period. This
factor highlights situations where an event’s impact is limited to a
specific range of time, and its effects do not extend uniformly across the
entire forecast horizon. Instead, the impact is “transferred” from one set
of periods to another (Fig. 4).

One characteristic of the transferred impact factor is that it involves
events that cause temporary shifts in demand or behaviour, but these
shifts are confined to certain time periods. For example, a company
announces a limited-time promotion on SM, leading to a sudden surge in

Fig. 2. Transient impact factor. Fig. 3. Quantum jump impact factor.
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interest and sales over a few weeks, however, after the promotional
period ends, the demand returns to its regular pattern. In this case, the
impact of the promotion is transferred from the promotional period to
the time immediately following it, without causing a lasting change in
overall forecasts. Another characteristic is that the impact of the event is
isolated to specific periods while leaving the broader forecast unaf-
fected. This factor often arises when events are pre-announced on SM
and create a temporary fluctuation in demand that eventually balances
out. It’s common when dealing with short-term events that have a
defined start and end date, and their effects can be attributed to the
event itself rather than a systemic shift in the underlying demand
pattern.

Detecting a transferred impact factor involves analysing the corre-
lation between the event-triggering signal, such as SM engagement or
promotional announcements, and the subsequent changes in demand
within the designated time periods. If there’s a noticeable increase in
demand linked to the event’s occurrence and subsequent decrease as the
event concludes, without causing a persistent change in the overall
forecast trend, it indicates the presence of a transferred impact factor.

In the case of a transferred impact factor, where an event affects
demand in one set of periods, but the impact is felt in another set of
periods, the adjustment quantity is calculated by redistributing the
impact from the original set of periods to the affected periods as shown
in Eqs. (7) and (8). This involves considering the timing and magnitude
of the impact and transferring it accordingly.

DtAdjusted = DtBaseline − IFTF (7)

Dt+lAdjusted = Dt+lBaseline + IFTF (8)

Where IFTF is the transferred impact factor, DtAdjusted is the adjusted de-

mand forecast in period t and Dt+lAdjusted is the adjusted demand forecast in
period t + l, l is the positive or negative time difference between where
the IFTF is added or subtracted (depending on the direction of IFTF.
Similarly, the Baseline demand DBaseline is adjusted at both time t and
time t + l as in the equations.

3.3.4. Trend change factor
The trend change factor signifies a shift in the prevailing trend of the

time series due a particular event such as a permanent change to the
product selling price, that results in a noticeable fluctuation in total
demand by a specific percentage (Fig. 5).

To account for such shifts, the trend change factor is adjusted using a
ratio-based approach, which refers to the proportional change in de-
mand due to the change in a particular event which has a permanent
effect. Therefore, the baseline demand forecast is adjusted by multi-
plying the expected percentage change in demand due to the change in
product price, shown in the following equation.

DAdjusted = DBaseline × (1+% change in demand) (9)

For example, if a 10 % increase in price is expected to lead to a 5 %
decrease in demand, the adjustment quantity would be computed based

on this ratio, that is:

DAdjusted = DBaseline × (1+(− 0.05)) = 0.95 × DBaseline (10)

Often, a price change is known in advance, allowing for the antici-
pation of an upcoming adjustment in the trend. Detecting a trend change
factor involves monitoring changes in influencing variables and their
potential impact on demand. In the context of SMI and its influence on
time-series forecasts, identifying a trend change factor would entail
observing significant shifts in SM engagement metrics coinciding with
changes in the underlying demand pattern. If, for instance, an increase
in SM activity consistently corresponds to a change in the overall de-
mand trend for a specific product, it indicates the presence of a trend
change factor driven by SM influences.

3.4. Phase 4: forecast evaluation

The final phase consists of a comprehensive evaluation of the fore-
cast that has been subject to judgmental adjustments using SMI, in
contrast to the baseline forecast. This pivotal step serves the purpose of
assessing the effectiveness and utility of the proposed methodology.
Specifically, its ability to enhance forecast accuracy for new products is
analysed. The assessment of forecast accuracy is calculated using the
Mean Absolute Percentage Error (MAPE) metric which is a widely
adopted measure that gauges the average percentage deviation between
predicted and actual values (Giri et al., 2019). MAPE is selected as it
satisfies four out of the five basic criteria of measurement: validity,
reliability, ease of interpretation, clarity of presentation and statistical
evaluation support (Montaño Moreno et al., 2013). It aids in deter-
mining the extent to which the judgmental adjustments leveraging SMI
contribute to improving forecast precision becomes quantifiable.

MAPEAdjusted =
1
n
∑n

t=1

⃒
⃒
⃒
⃒
DActual − DAdjusted

DActual

⃒
⃒
⃒
⃒× 100% (11)

MAPEBaseline =
1
n
∑n

t=1

⃒
⃒
⃒
⃒
DActual − DBaseline

DActual

⃒
⃒
⃒
⃒× 100% (12)

Where n represents the number of time periods and DActual denotes the
actual value observed at time t.

This phase allows the validation of the value proposition of incor-
porating SMI-driven judgmental adjustments in the forecasting process,
especially for scenarios where historical data is limited due to the nov-
elty of the products. By quantifying the difference in forecast accuracy
between the judgmentally adjusted forecast using SMI and the baseline
forecast, organisations gain insights into the practical significance and
benefits of this innovative methodology. This empirical validation,
through the lens of MAPE, reinforces the potential of SMI-driven ad-
justments to improve forecasting accuracy of new product demand.

Fig. 4. Transferred impact factor.
Fig. 5. Trend change impact factor.
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4. Case study results and discussion

4.1. Presentation of case

The F&B industry is chosen as the focus for a case study on fore-
casting new product demand due to its dynamic nature with short
perishable product lifecycles and intense market competition. This in-
dustry experiences fluctuations in consumer demand driven by factors
such as seasonality, changing dietary trends, and consumer preferences,
therefore accurate forecasting is crucial for managing inventory levels,
minimising waste and costs, and staying competitive in the market
(Petropoulos et al., 2022). The case study analysed in this paper is a F&B
company operating in a Latin American country which supplies its own
restaurants and stores with fresh and frozen products, located in over 55
shopping centres and wholesale products to supermarkets. The analysis
focuses on a new promotional product introduced each year for Father’s
Day, which is celebrated on the third Sunday in June. The aim of this
study is to develop a demand forecast and evaluate the use of SMI
collected from the company’s Facebook page to determine whether they
can improve forecast accuracy. The expert performing the judgmental
adjustment is a demand planner.

Every year, the company puts on the market two new products which
are on sale for 2–3 weeks before and including Father’s Day, which
occurs on the third Sunday of June every year. However, the products
and their components differ each year, which counts then for new short
life-cycle products every time the product is launched on the market.
Since the exact date of the Father’s Day changes every year, an addi-
tional variable is created, called “Countdown to FD”which initialises FD
as Father’s Day, which counts backwards every day until the beginning
of the selling period. For example, FD-1 is one day before FD, FD-2 is two
days before FD, and so on. Fig. 6 shows the total yearly sales of two
promotional items for three years Year 1, Year 2 and Year 3 on a timeline
with Father’s Day (FD) as the last sales date as each year it falls on a
different date. The peak in Year 3, at FD-5 (5 days before the event) is
due to a special discount on that day. 50% of total sales occur in the final
5 days of the promotion. They stop selling these promotional items the
day after the event and all surplus inventory becomes obsolete.

The Facebook data retrieved from the company contains 19,307
datapoints from 23 explanatory variables from for 31 months January in
Year 1 to July in Year 3. The extract includes data which is publicly visible
such as number of Likes per post and Shares, as well as privately available
data only accessible by the page owner such as, paid posts and adver-
tisements. The SMI is a combination of quantitative data such as the
number of Shares, Likes, and Followers, and qualitative data in the form of
unstructured text which includes the content of comments left by

Facebook users on the company’s page.

4.2. Demand model initialisation

To determine the daily sentiment of comments on the Facebook
posts, a classifier is trained using a training set of 80 % of the TASS
dataset from the Spanish Society for Natural Language Processing and
testing on 20 % of the data using SVM. An average of the classification
accuracy of the test set results in 70 %. The SVM classifier is used to
classify the Facebook comments for the implementation case into posi-
tive (+1), negative (− 1) or neutral (0) sentiment and then calculate the
sentiment score which are aggregated daily to give the average daily
sentiment between − 1 and +1. In addition to the average daily senti-
ment, the weighted daily sentiment is also calculated which is weighted
by the number of Likes each comment receives.

The most significant variables are determined using the RF algorithm
to calculate the%incMSE as in Fig. 7. The data required are the response
variable (historical sales from Year 1 and 2) and the explanatory vari-
ables (SMI from Year 1 and 2). A lag is introduced between the response
variable and explanatory variables as it is generally assumed that there
is a short lag of time between the occurrence of a SM metric and the
conversion into actual demand. As SMI has a very short turnover rate, it
is expected that actions taken by users on SM may impact their short-
term decision making such as purchasing the product they comment
on. Therefore, building amodel that can predict sales within a short time
frame can provide the company with useful and timely information on
which they can make operational decisions. The caveat to building
models at different lags is that the most important variables must be
determined at each lag, as they may change. Several lags are tested in
the case study ranging from 0 to five days lag between the sales and SMI
to identify the one with the best total correlation using the RF model.
The model with the highest coefficient of determination (R2) is the
model with 4 days lag between the sales and SMI as seen in Table 2.

This analysis will then enable us to determine which variables are of
greatest importance using a lag of 4 days between the response (sales)
and explanatory variables (SMI). Through a process of comparison, the
predictive capability of the RF model is assessed both before and after
each explanatory variable is excluded, yielding the%incMSE. The%
incMSE measures the change in model accuracy, assisting us in identi-
fying the variables that have a significant impact on the model’s pre-
dictive ability. The first five variables are selected which include the
Countdown to FD with the highest importance, meaning that excluding
this variable from the model yields the largest error, implying a strong
relationship between the day of the sale and its quantity. The following
variables with%IncMSE between 4 and 5 % are the Paid Video Views,

Fig. 6. Yearly sales for Father’s Day products.
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which refers to the number of times promoted videos (advertised by the
page owner / company) are viewed by Facebook users; the Paid Im-
pressions, which refers to the number of times a promoted post
(advertisement paid by the page owner / company) is viewed by anyone
on Facebook; the Daily Sentiment which is the average sentiment per
day of comments left by users on the company’s posts and page; and
Viral impressions which refers to the number of times the page owner’s /
Company’s posts are displayed as a results of it being shared by others.

To facilitate the expert’s decision-making process during adjust-
ments, a comprehensive table containing Facebook data from Year 2 and
Year 3 was provided, focusing on both absolute and relative values of the
selected variables (Appendix 2). Moreover, additional support was
provided to the expert by introducing predefined thresholds within the
matrix: upper and lower limits signifying ranges whose change between
Year 2 and Year 3 surpasses the − 20 % or +20 % thresholds beyond
which the expert’s consideration is deemed necessary. The matrix acts as
a visual aid, effectively highlighting Facebook variables exhibiting
variations exceeding specific thresholds. As can be seen from the Table
in Appendix 2, the differences between the Paid and Viral impressions
appear to decrease between Year 2 and Year 3, however the average
daily sentiment from comments left on the Company’s posts increase in
Year 3. The Paid Video Views are difficult to compare since the data is
not continuous; there are some days in both Year 2 and Year 3 where
there are zero Paid Video Views. This may be because the Company had
decided to promote the videos on specific days, hence the ‘paid’ views.

The baseline forecast (DBaseline) for Year 3 is initialised using expo-
nential smoothing based on historical sales data from analogous prod-
ucts, which were associated with the same promotional event of Father’s
Day in both Year 1 and Year 2. Exponential smoothing is a forecasting
method that takes into account the historical sales data and emphasises
recent observations while assigning decreasing weights to older ones

and considered a robust benchmark for time-series forecasting (Petro-
poulos et al., 2022). Consequently, the smoothing parameter, α, is set to
0.1 indicating that recent data points (Year 2) have a larger impact than
older data points (Year 1). The goal is to capture the underlying patterns
and trends in the sales data over time, enabling the projection of future
sales figures. Moreover, the Holt-Winter model and Linear Regression
approaches were also performed to determine the DBaseline but under-
performed in comparison to the exponential smoothing approach. The
results can be seen in Appendix 3.

4.3. Judgmental adjustment based on SMI impact factors

The application of the four impact factors (transient, transferred,
quantum jump and trend change) are considered with respect to the five
identified variables (including the Countdown to FD). The expert was
provided the information in an Excel tool pertaining to the values of the
selected variables and their evolution between Years 2 and 3 (Appen-
dix 2), as well as the actual sales (DActual) for Year 1 and 2, and the
DBaseline for Year 3. The Excel tool and the adjustments made per variable
by the expert are provided in Appendix 4 and described below. The
expert explained the rationale behind the adjustments carried out:

• In terms of Paid Impressions, the expert mentioned that in Year 3,
there is more a focus on paid advertising in the final week before
Father’s Day, whereas in the previous year, the paid advertising
focused more on the second week before Father’s Day. Therefore, the
expert suggested that the Paid Impressions is reflected as a trans-
ferred impact factor in the forecast, half of the forecasted quantities
from FD-12 to FD-6 (427 units) were transferred FD-5 to FD.

• There were no changes suggested for Paid Video Views due to the
complexity of evaluating the differences between Year 2 and Year 3,
as there are many zeros in both years. Therefore, this SMI was
ignored in the adjustment process.

• The expert categorised the Viral Impressions as a negative quantum
jump explaining that they observed a permanent decrease in the
behaviour of Facebook users in sharing posts which are the source of
Viral Impressions. The difference in Viral Impressions between Year
2 and 3 are − 61 %. Moreover, the fraction of Viral Impressions from
Year 1 to Year 2 are − 63 % and the sales between Year 1 and 2

Fig. 7. Percentage Increase in Mean Squared Error (%IncMSE) based on RF approach.

Table 2
Coefficient of determination of RF models with 0–5 days lag between response
and explanatory variables.

No Lag Lag 1 day Lag 2 days Lag 3 days Lag 4 days Lag 5 days

R2 0.54 0.842 0.73 0.728 0.853 0.06
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decreased by 66 % (from 3515 in Year 1 to 2335 in Year 2).
Consequently, the expert leveraged this information to apply a
similar ratio of 0.6 to determine the quantity of the Quantum Jump
factor of − 580 units dispersed over the forecasting period.

• The average Daily Sentiment is shown to increase in every period
between Year 2 and Year 3 implying an overall higher customer
satisfaction from Facebook users. The expert applied the average
difference (37 %) as an increase in Trend over the full period. This
resulted in an overall increase of 857 units from FD-12 to FD.

• The Countdown to FD, although not extracted from Facebook, is
connected to the information conveyed in the posts made by the
Company of their page. A marketing event on the Tuesday before
Father’s Day (FD-5) was a special event which consisted of dis-
counted products and free coffee in store. This event was classified as
having a Transient impact factor which doubles the initially fore-
casted quantity for that day (+100 units). Moreover, the Saturday
before Father’s Day (FD-1) consistently sells more than on day FD,
therefore the expert added a transient factor in FD-1 to reflect this
spike in demand the day before Father’s Day.

A summary of all the adjustments performed by the expert Are shown
in Table 3.

The adjustments are applied to the Year 3 DBaseline for the period
beginning at FD-12 to FD. Although, in Year 3 the sales started much
earlier than Year 1 and 2, by almost a week, Year 2 only started the sales
on FD-17. Including the four-day lag between the SMI and Sales limited
the forecasting period in this example to 13 days from FD-12 to FD.

The variables associated with paid promotions, such as Paid Im-
pressions, are the results of the company’s paid advertising activities on
their Facebook page. The expert made an adjustment transferring
quantities from the first week to the second week (details in Appendix 2)
based on the comparative assessment of Paid Impressions between the
previous year (Year 2) and the forecasted year (Year 3).

Moreover, Viral Impressions, indicative of the influence of user-
generated content sharing on Facebook, show a declining trend from
year to year. While the expert does not pinpoint the exact reasons for this
decline, it raises questions about the perceived value of the shared
content among the audience. Consequently, the expert reflects the
declining trend in the DAdjusted categorised as a negative quantum jump
factor showing a lasting shift in demand resulting from a sustained
change in the behaviour of SM users when it comes to sharing posts. This
observation highlights the critical need for generating compelling con-
tent for Father’s Day products, encouraging users to share it on SM. Such
efforts could potentially elevate Viral Impressions and, consequently,
boost product demand.

The final impact factor under consideration is the transient factor,
with a particular focus on two key periods: FD-5 and FD-1. The adjust-
ment pertaining to FD-5 is directly related to a unique marketing event
that occurs on the Tuesday immediately preceding Father’s Day. It’s

worth noting that this event is exclusive to Year 3 and has not been
observed in previous years, rendering it absent from the DBaseline. This
transient increase in demand on FD-5 is attributed to this specific event.
Conversely, the adjustment for FD-1 is rooted in historical sales patterns
in which sales figures on the Saturday of Father’s Day weekend surpass
those on Sunday. However, it’s important to highlight that the DActual
data for Year 3 contradicts this historical trend, with higher sales
occurring on the Sunday of Father’s Day weekend compared to
Saturday.

Both the DAdjusted and DBaseline for Year 3 are evaluated against the
DActual using the MAPE to determine which forecasting approach per-
formed better shown in Table 4.

The MAPE of the DAdjusted with adjustments made based on SMI,
compared to the DActual in Year 3 is 43.9 %. The DBaseline compared to the
DActual has a MAPE of 75.6 %. This demonstrates an improvement in
forecast accuracy by 42 % (from a MAPE of 75.6 % to 43.9 %). More-
over, the absolute error between the total sum of quantities between the
DBaseline of 2220 and the DActual (1892) is 17.3 %, and between the DAdjusted
(1924) and the DActual is 1.7 %. In both cases of absolute error and the
MAPE of the DAdjusted outperforms the DBaseline.

5. Theoretical and managerial implications

5.1. Theoretical contributions to the literature

With regards to the contribution to Information Systems literature
and I5.0 ecosystems, this study aligns with the literature on the adoption
of advanced technologies in business processes, as highlighted by
Sindhwani et al. (2024). By proposing a framework that leverages Big
Data from SM networks combined with human judgment, the approach

Table 3
Expert adjustment based on SMI-based impact factors.

TRANSIENT FACTOR QUANTUM FACTOR TRANSFERRED IMPACT FACTOR TREND CHANGE FACTOR TOTAL ADJUSTMENT (UNITS)

FD-12 0 − 50 − 41 30 ¡60
FD-11 0 − 50 − 41 30 ¡60
FD-10 0 − 64 − 52 39 ¡78
FD-9 0 − 59 − 49 36 ¡72
FD-8 0 − 92 − 76 56 ¡112
FD-7 0 − 103 − 84 62 ¡125
FD-6 0 − 104 − 85 63 ¡126
FD-5 100 − 61 61 37 137
FD-4 0 − 68 61 41 34
FD-3 0 − 80 61 49 29
FD-2 0 − 116 61 70 15
FD-1 200 − 181 61 110 190
FD 0 − 326 61 198 ¡67
TOTAL 300 ¡1354 ¡62 821 ¡295

Table 4
MAPE of the SMI adjusted forecast (DAdjusted) and the baseline forecast (DBaseline).

Day DActual DAdjusted DBaseline

FD-12 38 21 82
FD-11 65 21 81
FD-10 68 27 105
FD-9 88 25 97
FD-8 77 39 152
FD-7 70 44 168
FD-6 42 44 170
FD-5 233 237 100
FD-4 78 146 112
FD-3 78 161 132
FD-2 233 205 190
FD-1 352 486 296
FD 470 468 535
Total 1892 1924 2220
Absolute error 1.7 % 17.3 %
MAPE 43.9 % 75.6 %
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developed in this paper advances the understanding of how real-time
consumer insights can be effectively utilised in demand forecasting,
which has not been considered before this study. Moreover, it extends
judgmental forecasting theory by incorporating SMI into new product
demand forecasts, highlighting the value of structured judgmental
forecasting and its impact on accuracy addressing a gap in the literature,
as previous studies have primarily focused on quantitative methods or
ML approaches (Petropoulos et al., 2022). The work presented in this
paper is an important contribution to the literature on the use of judg-
mental adjustment to integrate SMI into demand forecasting models for
new products. It adds to previous work in different manners: by pro-
posing a structured forecast judgmental adjustment approach using four
SMI-based impact factors, demonstrating the value of SMI-based judg-
mental adjustments in new F&B product forecasting based on a
real-world case study, and providing a scalable methodology that can be
applied in practice. Moreover, the results demonstrate the value of
expert judgment in forecasting with SMI which is a novel and promising
avenue in the research.

Previous research in Operations and Supply Chain Management
proposing new product forecasting approaches using SMI use purely
statistical approaches (see Table 1) either using linear regression (Asur
& Huberman, 2010) or extended Bass models (Dellarocas et al., 2007;
Fan et al., 2017; Zhang et al., 2022b, 2022a), except for Parviero et al.
(2022) which employed ABM to determine demand dynamics in the
short-term post-launch period and Shen et al. (2023) which consider the
inventory implications of integrating SMI in a newsvendor problem.
Bass diffusion models work best for durable consumer goods but may not
be as effective for products with changing seasonal demand or when it’s
hard to tell initial from repeat purchases (Mas-Machuca et al., 2014).
Moreover, a major drawback of the Bass diffusion model lies in its
dependence on historical data and the estimation of its parameters,
making it challenging to apply to entirely new products where market
acceptance and adoption are uncertain Elalem et al. (2022).

While expert judgment has been demonstrated to increase demand
forecasting accuracy (Seifert et al., 2023), integrating SM data into this
process has been relatively slow even though judgment is still heavily
used in forecasting despite the advancements in AI methods and Big
Data availability and analytics (Goodwin& Fildes, 2022). Therefore, it is
essential to consider expert judgment of how SMI impacts forecasted
demand. This study highlights the importance of balancing technolog-
ical advancements in social big data analysis with human expertise and
supports the development of an I5.0 ecosystem by emphasising the
human-centric approach in the demand forecasting process (Maddi-
kunta et al., 2022).

Moreover, this study contributes to the growing field of SM analytics
by providing a novel approach to categorising and utilising SMI for
demand forecasting complementing existing research on the strategic
use of SM data in CRM and marketing performance (Luo et al., 2024),
particularly with respect to the source of the SMI. In this paper, the case
study company provided internal company data regarding the adver-
tising spend on Facebook and the subsequent Paid variables on SM: Paid
Impressions, Paid Reach, Paid Video Views, Paid Likes, Paid Shares and
Paid Comments. The results reveal that for this case study, the Paid
variables are within those of highest importance in the forecast. Other
papers have only investigated publicly available SMI in forecasting new
products (Asur & Huberman, 2010; Dellarocas et al., 2007; Fan et al.,
2017; Zhang et al., 2022b, 2022a) with the exception of Cui et al. (2018)
which received qualitative information from the company regarding
advertising and product promotion of SM networks to avoid confusing
effects with SMI, however the SMI obtained did not include the pro-
motional information. Obtaining access to the internal SMI provides
unique insights on the relationship between paid advertising on SM
networks and historical sales of analogous products (Cui et al., 2018) for
SM data-driven decision support for experts in the judgmental adjust-
ment process.

The implementation case demonstrates the value that SMI, in

particular daily sentiment and paid promotions have on forecasting
demand for a new product as demonstrated in earlier studies by Cui et al.
(2018), Fan et al. (2017), and Giri et al. (2019). These studies have
highlighted the significance of incorporating SMI into forecasting
models to capture consumer sentiment and promotional effects accu-
rately, reflected by the improvement in forecast accuracy measures.
However, what makes this current research a significant contribution is
the study of a previously unexplored aspect: the role of SM in informing
the decision-making process of forecasters when manually adjusting a
statistical baseline forecast. By integrating insights from SM into the
manual adjustment process, forecasters can make more informed de-
cisions when building a demand forecast for a new product, resulting in
improved forecast accuracy and better alignment with market trends
and consumer behaviour.

The selection of the Latin American F&B company’s promotional
products for Father’s Day provides a contextually relevant scenario for
analysis due to the global shift towards more efficient F&B management
for waste reduction (Petropoulos et al., 2022). The annual variability of
Father’s Day dates adds complexity to the demand pattern, making it an
ideal scenario to evaluate the effectiveness of the proposed methodology
in handling SKUs within a larger product family (Saunders et al., 2024).
The focus on a relatively short promotional period aligns with the rapid
turnover rate of SMI and its potential impact on short-term consumer
behaviour (Dolega et al., 2021). The use of a diverse set of Facebook
data, which includes quantitative metrics and qualitative user com-
ments, demonstrates a comprehensive approach to capturing various
facets of consumer engagement. The extraction of sentiment from un-
structured textual data showcases the integration of ML techniques,
enhancing the value of the collected information. Moreover, this paper is
the first to provide real-world evidence within the F&B industry aligning
with the Information Systems literature’s emphasis on actionable in-
sights and real-world applications (Hu et al., 2019). This methodology
not only enriches the dataset but also demonstrates the innovation in
leveraging advanced tools to transform unstructured data into action-
able insights for decision-making.

5.2. Managerial implications

The focus of the case study was to determine how to effectively
integrate expert judgment based on SMI into a new product demand
forecasting model. A four-impact factor forecast adjustment approach is
proposed which structures the decision-making process of the experts
considering SMI. The results show that judgmental adjustment of a
baseline demand forecast based on SMI improved the daily forecasted
demand and decreased the MAPE and absolute error when compared to
the actual sales. The product in the case study has a fixed selling period
of 18 days and is sold in 26 restaurants as well as over 30 supermarkets,
therefore sufficient stock is essential to satisfy the demand leading up to
and including Father’s Day. The short selling period is longer than the
production lead-time of the products, therefore advanced production
and holding the pre-produced quantity in stock is required. If the
quantity of the pre-produced products is higher than the actual sales, the
left-over products after Father’s Day become obsolete incurring obso-
lescence costs as well as the costs associated with producing and storing
unsold items. On the other hand, if the quantity of the products in stock
is less than the demand during the selling period, a potential out-of-stock
scenario could occur which has devastating effects not only on the lost
sales revenue (opportunity cost) of a special promotional product that is
specifically designed for Father’s Day but also on the brand image (Khan
& DePaoli, 2024). Judgment plays a crucial role in new product fore-
casting in order to ensure proper supply chain planning of production
and inventory, particularly at the stock keeping unit (SKU) level within a
product family (Saunders et al., 2024). Consequently, the F&B case
study company forecasting expert recognised the value of judgmentally
integrating SMI into the forecasting process for Father’s Day and the
potential positive impact on the supply chain planning associated with
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the new product. By employing the structured methodology presented
here, the case study company can improve the forecasting accuracy of
their short-term demand forecasts for new Father’s Day products. Inte-
grating SM insights into their demand forecasting process can support
the alignment of production and inventory management with SM-driven
demand, thereby considering the risk of over- or under-stocking.

This study offers the opportunity to gain real-time insights into
consumer sentiment and preferences through SM. With the knowledge
of the direct link between paid variables (such as Paid Impressions) and
product demand, the case study company are more informed when
performing advertising budget allocation tasks. Moreover, by addressing
the decline in Viral Impressions, the case study company can focus on
creating more engaging posts that resonate with their followers. Moni-
toring the daily sentiment provides insight on customer satisfaction and
sentiment and provide the opportunity to quickly identify and address
potential concerns. These results and approach allow the company to
adjust not only their demand forecast for new products but also obtain
insight to adapt their marketing strategies based on evolving consumer
sentiment.

Leveraging synergies between human and machine intelligence can
significantly enhance the precision of industrial forecasts and execution
(Sindhwani et al., 2022). In line with I5.0 principles, the approach
presented in this paper exemplifies the human-machine collaboration
for demand forecasting. The statistically derived baseline forecast,
generated from historical quantitative data, acts as the machine
element, providing an objective and data-driven baseline forecast. The
‘human’ element is represented by the qualitative insights from SM
platforms which reveal emerging trends, customer sentiment towards
products, and real-time reactions to marketing campaigns. This collab-
orative approach improves the understanding of new product demand,
extending past the limitations of purely quantitative forecasting models
(Petropoulos et al., 2022). It adheres to I5.0′s focus on human-centricity
by incorporating customer behaviour through SM analysis, ultimately
leading to more robust and adaptable demand forecasts.

Commonly used production management software, such as ERP and
MES systems, have traditionally lacked integration with SM analytics for
demand forecasting, relying instead on manual data collection methods
that are time-consuming, error-prone, and unsuitable for real-time needs
(Cheikhrouhou et al., 2011b). Although advanced analytics has been
integrated in I5.0 enterprise management systems for predictive ana-
lytics regarding maintenance and manufacturing (Maddikunta et al.,
2022), there is still a gap for advanced analytics techniques in the
context of demand forecasting with SMI highlighting a critical need for
automatic data capture systems specifically tailored for demand fore-
casting. By incorporating SM analytics, these systems can provide more
accurate, timely, and efficient predictions of consumer demand. Such
integration would enable businesses to harness the vast amount of data
generated on social media platforms, offering insights into consumer
behaviour, market trends, and potential demand shifts. This advanced
approach not only improves forecast accuracy but also enhances the
responsiveness and adaptability of supply chain and production man-
agement, ultimately leading to better decision-making and increased
competitiveness in the market.

6. Conclusion, limitations and future work

This paper investigates how an expert can effectively gain insights
from social networks to adjust demand forecasts for new products within
the context of I5.0 ecosystems. The methodology presented aligns with
the human-centric approach of I5.0 by integrating advanced technolo-
gies and expert judgment, consequently improving the decision-making
process. By replacing intuition, bias, and subjective judgments with a
systematic methodology, the approach ensures more accurate and reli-
able forecasting as demonstrated in the implementation case. The results

show that including judgmental adjustments derived from SMI improves
the accuracy of the demand forecast for the new products in the case
study. The structured methodology, which categorises the SM impact
factors as transient, quantum jump, transferred impact, and trend
change, provides a robust framework for identifying and quantifying
SM-driven adjustments.

There are several significant contributions to the field. Firstly, this
research introduces an innovative hybrid approach that incorporates
SMI into demand forecasting for new products, effectively filling a void
in existing literature. The results also show that the adjustments should
be a balanced response to the SMI and its analysis, between reacting too
conservatively or aggressively which could incur an opportunity cost or
increase the risk of obsolescence. Secondly, a better understanding of
the dynamics between SM and demand by categorising the impact fac-
tors stemming from SM, contributing to the state of the art of social data-
driven decision-making. This outcome underscores the potential of
leveraging SMI as a valuable resource for demand forecasting, particu-
larly for products with limited historical information. Moreover, this
study extends judgmental forecasting theory and emphasises the human-
centric approach of I5.0 in developing demand forecasts for products
with little historical information which includes advanced data analytics
from real-time SMI.

However, it’s important to acknowledge certain limitations of the
study. Relying on the insights of a single expert may not fully capture the
range of human sensitivities and practices that influence forecasting
judgments. To address this limitation, future studies could involve a
broader pool of experts to enhance robustness and representativeness
attributed to group decision-making, and the reduction of single expert
bias (Cheikhrouhou et al., 2011a). Furthermore, the efficacy of this
approach cannot be generalised to other products, companies and in-
dustries as the methodology was validated on one company. It is rec-
ommended to replicate this approach for new products in various
companies and industries to understand its overall efficacy.

By addressing the challenges and opportunities of integrating SMI
into demand forecasting, this study lays the groundwork for future
research. Proposed future research avenues include collaborative expert
input and validation across various industries, encouraging further
exploration of the dynamic relationship between SM insights and de-
mand forecasting in the context of new product launches. Moreover,
research into alternative sources of SMI such as Google Analytics for
companies with e-commerce websites could provide valuable informa-
tion regarding user behaviour such as page views, time spent on certain
product pages, and conversion data. Given the rapid growth of e-com-
merce sites (Hu et al., 2020; Lee et al., 2019), the proposed methodology
in this paper could be extended to include valuable customer feedback
regarding product reviews from e-commerce sites for new products.
Moreover, a study of the impact of SMI on new product demand in on-
line channels versus offline brick and mortar stores could be a future
research avenue that could provide insights on the relevance and tar-
geting of different SM advertising methods.
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Appendix 1. Webscraping code for Facebook posts in Python

Webscraping code for Facebook posts in Python

import pandas as pd
from facebook_scraper import get_posts

def scrape_facebook_posts(page_id, num_posts):
urls = []
for post in get_posts(page_id, pages=num_posts, start_date=start_date, end_date=end_date):
urls.append(post[’post_url’])

return urls

# Specify the Facebook page ID and the number of posts to scrape
page_id = ’Facebook page ID’
start_date = ’2023–07–01′ # Date de début au format ’AAAA-MM-JJ’
end_date = ’2023–07–10′ # Date de fin au format ’AAAA-MM-JJ’
num_posts = 10

# Scrape the post URLs
post_urls = scrape_facebook_posts(page_id, num_posts)

# Print the scraped post URLs
for url in post_urls:
print(url)

data = pd.DataFrame(post_urls, columns=[’Post URL’])
data.to_excel(’post_urls.xlsx’, index=False)

Appendix 2. Social Media Information (SMI) per day before Father’s Day

Appendix 3. Baseline forecast calculation and comparison

The Linear regression equation is y= − 22.649x + 360.66
The parameters for the multiplicative Holt-Winters model are: Alpha=0.2; Beta=0.1; Gamma=0.1.

Day Actual Sales Exponential Smoothing Linear Regression Holt Winters

FD-13 49 95 66 63
FD-12 38 82 89 36
FD-11 65 81 112 105
FD-10 68 105 134 108
FD-9 88 97 157 184
FD-8 77 152 179 240
FD-7 70 168 202 294
FD-6 42 170 225 148
FD-5 233 100 247 169
FD-4 78 112 270 196
FD-3 78 132 293 378
FD-2 233 190 315 535

(continued on next page)

Variables Countdown to FD FD-12 FD-11 FD-10 FD-9 FD-8 FD-7 FD-6 FD-5 FD-4 FD-3 FD-2 FD-1 FD

Paid impressions Year 2 300,345 323,405 262,998 241,007 171,668 198,134 230,068 165,264 115,367 225,647 100,495 165,962 202,643
Year 3 106,789 210,510 192,002 209,547 200,230 79,193 102,903 282,107 137,503 136,085 170,384 349,612 246,301
Variation − 64 % − 35 % − 27 % − 13 % 17 % − 60 % − 55 % 71 % 19 % − 40 % 70 % 111 % 22 %

Viral impressions Year 2 32,912 23,080 40,382 30,825 11,650 12,850 19,143 14,614 9171 10,143 5283 6858 55,079
Year 3 2314 11,299 16,521 5976 5656 2774 2631 13,912 6985 4644 2403 2858 3228
Variation − 93 % − 51 % − 59 % − 81 % − 51 % − 78 % − 86 % − 5 % − 24 % − 54 % − 55 % − 58 % − 94 %

Paid video views Year 2 19,091 8969 0 0 0 17,530 12,776 4 0 0 0 0 31,831
Year 3 0 0 0 6152 12 0 0 0 19,877 107 26,134 43,917 76
Variation − 100 % − 100 % 0 % 0 % 0 % − 100 % − 100 % − 100 % 0 % 0 % 0 % 0 % − 100 %

Daily Sentiment Year 2 0.4 0.431 0.401 0.425 0.467 0.174 0.342 0.418 0 0.214 0.227 0.515 0.524
Year 3 0 0.562 0.463 0.512 0.313 0.5 0.465 0.508 0.8 0.35 0.366 0.542 0.518
Variation − 100 % 30 % 15 % 20 % − 33 % 187 % 36 % 22 % 0 % 64 % 61 % 5 % − 1 %
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(continued )

Day Actual Sales Exponential Smoothing Linear Regression Holt Winters

FD-1 352 296 338 961
FD 470 535 361 962
MAPE 75.56 % 125.78 % 143.78 %

Appendix 4. Judgmental adjustment tool

Sales & forecast FD-12 FD-11 FD-10 FD-9 FD-8 FD-7 FD-6 FD-5 FD-4 FD-3 FD-2 FD-1 FD-0

Sales Year 1 185 168 141 239 237 269 125 133 148 281 368 629 594
Sales Year 2 29 77 74 117 137 121 77 103 127 154 278 528 514
Baseline Forecast Year 3 82 81 105 97 152 168 170 100 112 132 190 296 535
Adjusted forecast Year 3 21.2 21.1 27.3 25.2 39.4 43.8 44.2 237.3 145.9 161.3 205.4 486.0 467.6

JUDGEMENTAL
ADJUSTEMENT Countdown

to FD
Time to FD FD-

12
FD-
11

FD-
10

FD-
9

FD-8 FD-7 FD-6 FD-
5

FD-
4

FD-
3

FD-2 FD-1 FD

Transient
(unit)

– – – – – – – 100 – – – 200 –

Transferred
(unit)

– – – – – – – – – – – – –

Paid
impressions

Time to FD FD-
12

FD-
11

FD-
10

FD-
9

FD-8 FD-7 FD-6 FD-
5

FD-
4

FD-
3

FD-2 FD-1 FD

Transient
(unit)

– – – – – – – – – – – – –

Quantum
jump (unit)

– – – – – – – – – – – – –

Transferred
(unit)

− 41 − 41 − 52 − 49 − 76 − 84 − 85 61 61 61 61 61 61

Trend change
(trend)

– – – – – – – – – – – – –

Viral
impressions

Time to FD FD-
12

FD-
11

FD-
10

FD-
9

FD-8 FD-7 FD-6 FD-
5

FD-
4

FD-
3

FD-2 FD-1 FD

Transient
(unit)

– – – – – – – – – – – – –

Quantum
jump (unit)

− 50 − 50 − 64 − 59 − 92 − 103 − 104 − 61 − 68 − 80 − 116 − 181 − 326

Transferred
(unit)

– – – – – – – – – – – – –

Trend change
(trend)

– – – – – – – – – – – – –

Paid video
views

Time to FD FD-
12

FD-
11

FD-
10

FD-
9

FD-8 FD-7 FD-6 FD-
5

FD-
4

FD-
3

FD-2 FD-1 FD

Transient
(unit)

– – – – – – – – – – – – –

Quantum
jump (unit)

– – – – – – – – – – – – –

Transferred
(unit)

– – – – – – – – – – – – –

Trend change
(trend)

– – – – – – – – – – – – –

Sentiment Time to FD FD-
12

FD-
11

FD-
10

FD-
9

FD-8 FD-7 FD-6 FD-
5

FD-
4

FD-
3

FD-2 FD-1 FD

Transient
(unit)

– – – – – – – – – – – – –

Quantum
jump (unit)

– – – – – – – – – – – – –

Transferred
(unit)

– – – – – – – – – – – – –

Trend change
(trend)

37
%

37
%

37
%

37
%

37 % 37 % 37 % 37
%

37
%

37
%

37 % 37 % 37 %

RECAP
Variables FD-

12
FD-
11

FD-
10

FD-
9

FD-8 FD-7 FD-6 FD-
5

FD-
4

FD-
3

FD-2 FD-1 FD

Transient
factor

– – – – – – – 100 – – – 200 –

(continued on next page)
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(continued )

Quantum
factor

− 50 − 50 − 64 − 59 − 92 − 103 − 104 − 61 − 68 − 80 − 116 − 181 − 326

Transferred
factor

− 41 − 41 − 52 − 49 − 76 − 84 − 85 61 61 61 61 61 61

Trend change
factor

30 30 39 36 56 62 63 37 41 49 70 110 198

Total
adjustment

¡60 ¡60 ¡78 ¡72 ¡112 ¡125 ¡126 137 34 29 15 190 ¡67
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